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by Samuel W. Mangham

Active Galactic Nuclei are the most luminous objects in the universe; objects that can

outshine their host galaxies by orders of magnitude, but are incredibly compact. Some

models for AGN describe them as super-massive black holes surrounded by accretion

disks of inflowing matter and outflowing ‘winds’ of material. As the central regions of

AGN, responsible for the bulk of the emission, are on the scale of light-months whilst

AGN are Mly distant, they are unresolvable.

As such, we must turn to other techniques to investigate their properties. Reverbera-

tion mapping is commonly used to estimate black hole masses in AGN using the delayed

response of broad emission lines in their spectra to fluctuations in the underlying contin-

uum. Velocity-resolved reverberation mapping offers an effective tool for determining the

structure and kinematics of the broad-line region (BLR) that emits these lines, including

the accretion disk and winds. Much prior work has been performed using simulations

of simplified models to generate the response functions associated with a range of basic

geometries. However, no model has included both full ionisation and radiative transfer

effects, and a complex geometry with rotation and outflow.

In this thesis, the Monte Carlo radiative transfer and ionisation code Python has

been modified for use in reverberation mapping of a range of geometries, from simple

to potentially more realistic. Building on prior work, we model the BLR response to

the central ionising continuum source taking into account detailed radiative transfer

effects and self-consistent calculations of the ionisation state of the disk wind. We find

the response functions generated display features that can confound existing analysis,

including negative responses. We then test the ability of existing techniques to recover

these more complex response functions from simulated observing campaigns.

In summary, this thesis demonstrates that radiative transfer and ionisation effects are

crucial for generating response functions for realistic geometries and kinematics, and

highlights the limits of existing techniques to accurately recover physically-motivated

response functions.
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tion from Häring and Rix (2004). . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Top-down diagram of Doppler broadening in BLR and NLR regions (‘in-
ner’ and ‘outer’ rings). Solid black lines indicate disk velocity, dashed
arrows indicate photons, with colour and dash length indicating frequency. 7

1.3 Continuum light curves of NGC4151 from Ulrich et al. (1997). . . . . . . . 9

1.4 Artist’s impression of a dust-bound AGN. (Pavodani (2004)). . . . . . . . 11

1.5 Diagram of a unified AGN. Axial radio jets in yellow, x-ray corona in
purple, outflowing winds in green, accretion disk in red, dusty torus in
brown (Marin (2016)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.6 Diagram of flattened cloudy model of BLR, reproduced from Gaskell
(2009) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.7 Light-curves for Hβ emission line (bottom left) and nearby continuum
(top left), plus Hβ cross-correlation function (bottom right) and contin-
uum auto-correlation function (top right) reproduced from Bentz et al.
(2006). Hβ response peaks ≈ 8 days after the continuum peaks. . . . . . . 17

1.8 Diagram of a typical path difference for continuum vs line photons. Black
line represents accretion disk, grey regions are the disk wind. Blue ar-
rows represent continuum photons from the central source, red arrow
represents photons emitted, scattered or reprocessed by the disk wind. . . 17

1.9 Diagram of isodelay curve reproduced from Peterson and Horne (2004).
Circle represents thin shell, arc indicates points of where locally emitted
photons (and scattered continuum photons) arrive at the observer with
the same delay to the continuum fluctuations. Small circles indicate where
isodelay curve intersects thin shell. . . . . . . . . . . . . . . . . . . . . . . 20

1.10 Expanded version of figure 1.10 for multiple isodelay contours (dotted
lines) in spherical wind. Colour indicates delay relative to continuum
photons (red = short, blue = long). Blue arrow shows direct path to ob-
server, black arrows show two photon trajectories resulting in equivalent
delay. Produced using Visit (Childs et al. (2012)). . . . . . . . . . . . . . 21

1.11 Velocity-resolved transfer function for rotating disk as Welsh and Horne
(1991) viewed at 30◦. Includes all photons that have resonantly scattered
a single time off the C − IV line, with the luminosity contribution from
each photon re-weighted using its last scattering location to match the
luminosity contribution per disk annulus to the r−3/2 profile from the
paper. Bottom left: Black lines indicate photons from the central source,
dotted lines indicate photons reprocessed by the disk. Right: Numbers
from reprocessed photons correspond to locations on the transfer function. 22

ix



www.manaraa.com

x LIST OF FIGURES

1.12 Outline response functions and schematics for Hubble-type spherical out-
flow (left), a rotating Keplerian disc viewed at a 20◦ angle (centre), and
Hubble-type spherical inflow (right). Winds extend from rmin = 20rg
to rmax = 200rg for an AGN of mass 107M�. Hubble out/inflows have
V (rmin) = ±3 × 103 km s−1. Solid lines denote the response from the
inner and outer edges of the winds, dotted lines from evenly-spaced shells
within the wind. Pale lines describe the edge of the velocity-delay shape
of the response function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.13 Simple transfer functions for a rotating Keplerian disk (left) and a disk
with rotation and outflow (right. Solid lines indicate disk inner and outer
radii, dotted lines indicate emission from equidistant radii. . . . . . . . . . 25

1.14 Transfer functions for spherically-symmetric Hubble-type outflows (left)
and free-falling inflows (right) from Welsh and Horne (1991). . . . . . . . 28

1.15 Geometry for spherical shell BLR (in grey) irradiated by isotropic and
biconical ionising continuum from Goad and Wanders (1996). . . . . . . . 29

1.16 Transfer function for Murray et al. (1995) disk wind from Chiang and
Murray (1996). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.17 Left: Response function for Proga and Kallman (2004) hydrodynamic
outflow from Waters et al. (2016) with purely rotational kinematics, cen-
tre: with rotation and outflow, right: plot of velocity components. . . . . 31

1.18 Left: Response function for C iv from Bottorff et al. (1997a) accretion
disk wind, right: geometry of disk wind. . . . . . . . . . . . . . . . . . . 32

1.19 Velocity-resolved cross-correlation function from Valenti et al. (2015) . . . 34

1.20 Velocity-resolved response function generated by MEMEcho from Ulrich
and Horne (1996) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

1.21 Velocity-resolved response function generated by RLI from Skielboe et al.
(2015) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

1.22 Velocity-resolved response function generated by CARAMEL for Mang-
ham et al. (2018). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.23 Table of cloud parameter distributions generated by CARAMEL for
Mangham et al. (2018). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.24 Left: Test geometry of Keplerian disk with two arms. Centre:, model
response function, right: MEMEcho recovered response function, re-
produced from Horne et al. (2004). . . . . . . . . . . . . . . . . . . . . . . 40

2.1 Plot of combined optical depth in a wind cell reproduced from Mazzali
and Lucy (1993), showing how total optical depth is built up from line
depth and Compton scattering depth. . . . . . . . . . . . . . . . . . . . . 48

2.2 Plot of the first 2× 1017cm of the trajectories of the first 150 photons in
a Python simulation of an AGN accretion disk, with colour indicating
total travel distance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.3 Diagram of the simulation flow. Processes in red are only performed in
the ionisation cycles (see section 2.2.2.1), processes in blue are only per-
formed in the spectral cycles (see section 2.2.2.2). Macro-atom processes
are described in section 2.2.3 and shown in figure 2.5. . . . . . . . . . . . 50

2.4 Plot of combined optical depth in a wind cell reproduced from Lucy
(2002), showing a representation of a macro-atom interacting with an
incoming packet of energy ε0. . . . . . . . . . . . . . . . . . . . . . . . . . 56



www.manaraa.com

LIST OF FIGURES xi

2.5 Diagram of the simulation flow for macro-atom processes. Processes in
red are only performed in the ionisation cycles (see section 2.2.2.1), pro-
cesses in blue are only performed in the spectral cycles (see section 2.2.2.2). 57

2.6 Example branching photon paths implemented in Python . . . . . . . . 58

2.7 Diagram of the Shlosman and Vitello (1993)-style biconical disk wind
model used in our work, originally defined in Matthews et al. (2016). . . . 59

2.8 Diagram of the ionisation structure and spectral energy distribution in
the Locally Optimally-emitting Cloud model. Clump size has been exag-
gerated for visibility; the actual model assumes the clumps are so small
that shadowing effects are negligible. . . . . . . . . . . . . . . . . . . . . . 62

2.9 Diagram of the ionisation structure and spectral energy distributions in
the smooth/micro-clumped wind model. . . . . . . . . . . . . . . . . . . . 62

2.10 Example call graph for function generated by Doxygen (van Heesch, 2018) 64

3.1 Photon processing flowchart for ionisation cycles. Processes in red occur
when the macro-atom line and wind path methods are used, processes in
blue occur for only for macro-atom line tracking. . . . . . . . . . . . . . . 72

3.2 Photon processing flowchart for ionisation cycles. Processes in red occur
when both macro-atom line and wind path methods are used, processes
in blue occur only for macro-atom line tracking. . . . . . . . . . . . . . . 73

3.3 Velocity-resolved transfer function for rotating disk as Welsh and Horne
(1991) viewed at 30◦. Includes all photons that have resonantly scattered
a single time off the C iv line, with the luminosity contribution from
each photon re-weighted using its last scattering location to match the
luminosity contribution per disk annulus to the r−3/2 profile from the paper. 75

3.4 Velocity-resolved transfer function for Hubble-type spherical outflow as
Welsh and Horne (1991). Includes all photons that have resonantly scat-
tered a single time off the C iv line. . . . . . . . . . . . . . . . . . . . . . 76

3.5 Velocity-resolved transfer function for Hubble-type spherical outflow as
Welsh and Horne (1991). Includes photons that have scattered any num-
ber of times, whose last interaction was resonant scatter off the C iv
line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.6 Sphere as 3.5 with 10× higher density than figure 3.5. Includes all photons
whose last interaction was resonant scatter off the C iv line. . . . . . . . . 77

3.7 Velocity-resolved transfer function for Hα in biconical disk wind model
from Matthews et al. (2016) viewed at 40◦. Includes all photons whose
last interaction was resonant scatter off the Hα line in the wind, and all
photons emitted in the Hα line by the wind. . . . . . . . . . . . . . . . . . 80

3.8 Velocity-resolved transfer function for C iv in biconical disk wind model
from Matthews et al. (2016) viewed at 40◦. Includes all whose last inter-
action was resonant scatter off the C iv line in the wind, and all photons
emitted in the C iv line by the wind. . . . . . . . . . . . . . . . . . . . . . 81

3.9 Velocity-resolved transfer function for Hα in biconical disk wind model
from Matthews et al. (2016) viewed at 40◦. Includes all photons scattered
by resonant or continuum scatter in the wind, and all photons emitted by
the wind. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82



www.manaraa.com

xii LIST OF FIGURES

3.10 Velocity-resolved transfer function for C iv in biconical disk wind model
from Matthews et al. (2016) viewed at 40◦. Includes all photons scattered
by resonant or continuum scatter in the wind, and all photons emitted by
the wind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.11 Total emission in all emission lines for each cell in wind model, against rα

models for emission. Each wind cells has a vertical position, not shown
on this plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.12 Path distributions for all photons undergoing continuum absorption (and
thus contributing to cell heating) in the biconical disk-wind model, from
cells on the inner to outer edge of the wind, assuming disk emission is
correlated with the central source. Purple regions describe range of direct
paths to the cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.13 Path distributions for all photons undergoing continuum absorption (and
thus contributing to cell heating) in the biconical disk-wind model, from
cells on the inner to outer edge of the wind, assuming disk emission is
not correlated with the central source. Purple regions describe range of
direct paths to the cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.14 Path distributions for photons interacting via multiple processes in one
cell of the biconical disk-wind model. Chosen cell is the ‘inner wind’ cell
from figure 3.12. ‘Heating’ photons are as figure 3.12, H(α/β/γ) refers
to the paths of all photons that activate a macro-atom within this cell
causing it to de-excite via a H(α/β/γ) process. Purple regions describe
range of direct paths to the cell. . . . . . . . . . . . . . . . . . . . . . . . 86

3.15 Cell path distributions for two different cells in biconical disk-wind model,
located in the middle of the wind at two different distances. ‘Heating’
photons as described in figure 3.12, Hα as described in figure 3.14. Purple
regions describe range of direct paths to the cells. . . . . . . . . . . . . . . 86

3.16 Centroids of transfer function for biconical disk wind model from section
3.3.2, viewed at 40◦. Includes all photons whose last interaction was
resonant scatter off the Hα line in the wind, and all photons emitted in
the Hα line by the wind. X error bars indicate bin widths, Y error bars
indicate 1σ range as described in Valenti et al. (2015). . . . . . . . . . . . 87

4.1 A cut through the isodelay surfaces surrounding a point source. Colour
indicates total path to observer for photons scattering off that point;
contours indicate isodelay curves on the 2-d plot. The blue arrow shows
the direct path to observer; the two black arrows show the paths taken by
two photons that scatter on different points of the same isodelay surface.
Figure produced using Visit (Childs et al. (2012)). . . . . . . . . . . . . . 97

4.2 Sketch of the biconical disc wind geometry from Matthews et al. (2016). . 98

4.3 Outline response functions for Hubble-type spherical outflow (left), a
rotating Keplerian disc viewed at a 20◦ angle (centre), and Hubble-type
spherical inflow (right). Winds extend from rmin = 20rg to rmax = 200rg
for an AGN of mass 107M�. Hubble out/inflows have V (rmin) = ±3×103

km s−1. Solid lines denote the response from the inner and outer edges of
the winds, dotted lines from evenly-spaced shells within the wind. Pale
lines describe the edge of the velocity-delay shape of the response function. 99

4.4 Spectra produced for the disc wind model of Matthews et al. (2016),
viewed along QSO (i = 20◦) and BALQSO (i = 75◦) sightlines. Both
spectra have been normalised to unity at 2000 Å. . . . . . . . . . . . . . . 107
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Chapter 1

Introduction

Active Galactic Nuclei (AGN) are a class of objects observed in the cores of many

galaxies, shining with incredible brightness across a wide range of wavelengths. The

first AGN observed were referred to as quasi-stellar objects or ‘quasars’ (Page, 1964),

almost star-like ‘point’ sources of light capable of emitting more visible light than their

entire host galaxies.

Over the years a whole family of AGN categories and sub-types has been discovered,

from ‘blazars’ to ‘Seyferts’, Type 1s and Type 2s, defined by characteristic features in

their spectrum. On closer observation these categories have begun to bleed into each

other. This has created a ‘zoo’ of highly luminous super-massive compact objects, with

masses ranging from 106 − 1010× the mass of the sun, contained within radii on the

order of light-days or less.

AGN exhibit a wide range of observational features; order-of-magnitude changes in lumi-

nosity, small-scale x-ray emitting cores (Elvis et al., 1994), intense emission line regions

(Peterson and Wandel, 1999), high-velocity outflows (Kellermann et al., 1989; Wey-

mann et al., 1991), thick dust clouds (Antonucci, 1984) and highly energetic polar ‘jets’

of charged particles (Kellermann, 2016). Geometric unification theory posits that the

zoo of types can be united into a single class of object; a super-massive black hole with

accretion disk of inflowing material, from which a wind is launched, surrounded by a

dusty ‘torus’ (Urry and Padovani, 1995). This theory ascribes the differences in the ob-

served properties of AGN simply to different viewing angles onto the component parts

of the system. The specifics of this arrangement, though, are still very much a matter

of debate (Baldwin et al., 1995; Elvis, 2000, 2017).

This is a challenging hypothesis to test; even the nearest AGN are Mega-parsecs away

(Ferrarese et al., 2007). Whilst some regions can be resolved, on the scale of parsecs

or light-months (Prieto et al., 2004; Koshida et al., 2014; Balmaverde et al., 2016),

the brightest, most dynamic regions where the outflowing ‘winds’ are launched and the

1
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brightest emission lines are generated are too small to be spatially resolved with modern

telescope technology. Equally, it is important that we do understand the structure and

dynamics of the inner environments of AGN. There is a very strong correlation between

the stellar mass of a galaxy, and the mass of the AGN residing at its core (Häring and

Rix, 2004). This indicates there must be a feedback effect of some kind between an

AGN and its host galaxy, regulating star formation (Begelman, 2004). Understanding

the process of feedback will require understanding the regions where the outflows from

AGN are launched and accelerated.

Previously, the geometries and dynamics of the inner regions of AGN have been explored

using reverberation mapping (RM). The ultraviolet luminosity of AGN varies on time-

scales of hours to months, believed to be due to instabilities in their accretion disks

(Kawaguchi et al., 1998). This drives a change in the luminosity in other wavelengths,

which lag behind on a time-scale of light-hours to light-months (Mushotzky et al., 1993).

From these delays, it is possible to determine the time taken for light to cross the regions

responsible for the emission, and from that their scale. Reverberation mapping has

frequently been used with the overall line flux for single emission lines, to determine the

masses of their host AGN. By determining the orbital velocity of the emitting material

using its Doppler shift (Wandel et al., 1999; Denney et al., 2010; Bentz and Katz, 2015),

and assuming the time lag corresponds to the time taken for changes in luminosity at

the centre of the system to propagate out, we can calculate the central mass from the

orbital distance and velocity. With enough observations, a one-dimensional response

function can be produced for the system, that describes how a change in the driving

luminosity produces a change in line luminosity across a range of future times. However,

many different geometries can give rise to very similar response functions; we can only

make very broad conclusions from the information. With a two-dimensional response

function, containing information on how the delay vary for different Doppler shifts across

an emission line, we can break the degeneracy and determine the specific geometries of

AGN.

Recently projects like De Rosa et al. (2015); Bentz et al. (2009b); Du et al. (2014) have

launched high-resolution observing campaigns. With frequent observations of an AGN

at high wavelength resolution, we can construct empirical two-dimensional response

functions required to understand the inner structure of AGN environments. There is,

however, a comparative lack of realistic two-dimensional response functions for self-

consistent physical models of AGN to compare these observations against (with notable

exceptions e.g. Waters et al. (2016)). Welsh and Horne (1991); Horne et al. (2004) and

others have predicted transfer and response functions of some simplified models, like

inflowing and outflowing spheres of gas or simple rotating disks, but without including

the complicated ionisation structures that would be expected to affect the distribution

of emission lines through a real wind. Disk-wind models of AGN would be expected to

show a mixture of these signatures, confounded by the complicated ionisation structure.
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There is a clear need for predictions of the two-dimensional response functions that

would be expected from detailed models of AGN, featuring geometries with complicated

ionisation structures and velocity profiles.
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1.1 Observational Signatures of AGN

AGN were originally described as ‘quasi-stellar objects’, point sources with clearly non-

stellar spectral features. As more observations were obtained, it became apparent AGN

exhibited an incredibly diverse range of spectra; and the objects were also associated

with much larger-scale features like jets and outflows.

A current summary of the zoo of AGN classifications is shown in table 1.1, though it

has evolved continually over time (Padovani, 1997; Padovani et al., 2017). There are

two main axes that define AGN. One is the presence or absence of synchrotron radio

emission. The second is the presence or absence and width of emission lines in the optical

and UV; the ‘broad’ and ‘narrow’ lines. The work in this thesis is applicable to AGN

exhibiting clear broad emission lines, and focuses on application to radio-quiet type 1

AGN (Seyfert-Is and QSOs on table 1.1).

Table 1.1: Table of AGN classifications

Line Category

Radio Loudness Type 0 Type 1 Type 2

Radio Quiet Lineless Seyfert I Seyfert II

LINER I a LINER IIa

QSO QSO2

Radio Loud Blazars

{
BL-Lacb

FSRG (some)e
BLRGc

{
SSRGd

FSRGe
NLRGf

{
FRg-I

FRg-II

aLow Ionisation Nuclear Emission Region Galaxy
bBL-Lacertae Objects
cBroad-Line Radio Galaxies
dSteep-Spectrum Radio Galaxy
eFlat-Spectrum Radio Galaxy
fNarrow-Line Radio Galaxies
gFanaroff-Riley Galaxy

Various components of AGN spectra are outlined in the following subsections.

1.1.1 Luminosity

AGN exhibit an incredibly broad range of bolometric luminosity, from 1044−1047ergs−1

(Woo and Urry, 2002). This range is broadly divided into two categories, high luminosity

‘QSO’ proper (L > 1045ergs−1) and Active Galactic Nuclei/Seyfert galaxies (1045 > L >

1040ergs−1, Laor (2007)). This distinction was originally made on the basis of whether

or not the host galaxy was visible. QSOs, typically outshining their host galaxy to the

point it could not be seen by ground-based telescopes, were believed to be individual

quasi-stellar objects.
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Figure 1.1: Plot of the black hole mass MBH -galactic bulge stellar mass Mbulge

relation from Häring and Rix (2004).

Fusion is incapable of powering an unresolvably small, sub-light-year source with such

a high luminosity (Fabian, 1992). Instead, we have to make the assumption that these

sources are powered by accretion of material onto a compact, massive source. We can

estimate the masses of these objects, originally using the velocity dispersion of stars in

the host galaxy bulge (Woo and Urry, 2002), and more recently by using reverberation

mapping techniques to analyse the velocity of the orbiting broad emission line gas (see

section 1.2.1). Both give central object masses on the order of 106− 1010M�. When we

plot these mass estimates against the total observed stellar mass in the galactic bulge

of its host galaxy (Mbulge), we see a quite tight correlation as in figure 1.1.

Given these masses and the assumption that AGN are powered by accretion, we can

estimate the accretion rate Ṁ (unit: M�yr
−1) required to produce this luminosity. This

is typically presented in terms of the Eddington Rate. The Eddington rate ṀEdd is the

accretion rate at which, given the assumption of symmetrical spherical inflow, accretion

becomes self-limiting as the outward radiation pressure from electron scattering becomes

high enough to balance out the gravitational pull of the central source. This results in

Ṁ/ṀEdd typically from 0.01− 0.1 but with a small number of super-Eddington sources

(Wandel, 1999).
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1.1.2 Radio Luminosity

Approximately ≈ 30% of all AGN display radio jets. Unlike the BEL and continuum,

jet radio emission is partially resolvable. Whilst there is a large point source associated

with the QSO, radio emission is also distributed across a Mpc scale in either compact

‘channels’ continuous with the core (FR-I) or extended ‘lobes’ separated from it (FR-II).

This is visibly the consequence of jets heating up the intra- and inter-galactic medium,

creating channels and bubbles on Mpc scales. The kinetic energy of the jets can be

measured from the X-ray emission of these bubbles, and comes out as approximately

≈ 100× more than the radio emission (Cavagnolo et al., 2010).

1.1.3 Emission Lines

A common feature of AGN spectra are Doppler-broadened emission lines, in two distinct

families- broad and narrow lines, attributed to the Broad and Narrow Line Regions

respectively (the BLR and NLR).

Spectral emission lines from the light-day scale BLR (otherwise known as Broad Emission

Lines or BEL) are strongly broadened by Doppler shifts on the order of 103−104km s−1

(Peterson and Wandel, 1999). The Narrow Emission Lines (NEL) are a distinct popu-

lation from the broad, with a Doppler broadening of only 102 − 103km s−1. The NLR

covers a region on the scale of parsecs to kilo-parsecs (Walker, 1968), and has been spa-

tially resolved (Evans et al., 2010; Balmaverde et al., 2016). For both line populations,

the Doppler broadening is in many cases attributed to rotational motion as shown in

illustrated in figure 1.2 (with a strong outflow component for the NLR).

The strongest BELs are O ii, iii, iv, C iv, N ii and the Balmer and Lyman series (Netzer,

2015) (with C iv and the Balmer series of the most interest for this work). Inspection

of the broad spectral lines reveals an absence of forbidden lines with long lives and

low critical densities (e.g. ne / 108cm−3, Osterbrock (1993)). This indicates that the

density and thus collision rate in this region is high enough that such ions, once excited

into a state where the transitions required for radiative de-excitation would be forbidden,

are collisionally de-excited instead. This stands in contrast to the narrow-line region,

where all forbidden lines are common. This suggests that NLR densities are lower and

thus collision time-scales are longer than the time-scales for forbidden radiative decay.

The BLR is shown by simple reverberation mapping studies to lie closer to the AGN

centre than the NLR. Within the BLR itself, more strongly ionised species can be found

closer to the AGN core. This is shown by higher line widths from Doppler broadening at

higher velocities, and shorter time lags to changing central engine luminosities (Peterson

et al., 2004).
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Figure 1.2: Top-down diagram of Doppler broadening in BLR and NLR regions (‘in-
ner’ and ‘outer’ rings). Solid black lines indicate disk velocity, dashed arrows indicate

photons, with colour and dash length indicating frequency.

Broad and narrow lines are not universal. A subset of AGN classified as Type 1 show

both broad and narrow lines, but others, classified as Type 2, show only narrow lines.

Various subcategories of these exist, denoting differences in strength between the broad

and narrow emission lines, and whether a given subset of lines are visible as broad only,

narrow only, or a superposition of two distinct lines (e.g. Type 1.8-1.9 are those AGN

exhibiting only a few broad Balmer lines superposed over narrow ones (Osterbrock,

1993)). These categories are also not hard and fast, as ‘changing-look’ AGN have been

observed to transition between them on the timescale of ≈ 8 years (LaMassa et al.,

2015). Further, some AGN that appear to be Type 2 are, in fact, hidden Type 1 s. By

observing scattered photons from a hidden Type 1 in polarised light, AGN that appear

to only have NEL reveal a BLR that is not directly visible, but from which photons may

be scattered into a non-obscured sight-line (Antonucci and Miller, 1985). In addition,

whilst broad lines are generally not visible in blazars, a small fraction of them have

visible BEL (Shaw et al., 2012). This suggests some or all of the others may have BEL

obscured by the jet emission.

1.1.4 Absorption Lines

Around 43% of AGN exhibit broad or narrow absorption lines (Dai et al., 2008; Misawa

et al., 2007). These are the absorption profiles of a single atomic absorption/emission

line, spread out over a broad range of velocity space. The broad lines are blue-shifted up

to a velocity of a few 104km s−1 (Krongold et al., 2017), whilst the narrow are at speeds

on the order of 103km s−1. Both indicate outflows towards the observer, and their line
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profiles are spread out in a ‘P Cygni profile’. This is associated with a species with

a strong resonance line in an accelerating medium; as the material is accelerated, the

absorption frequency is gradually shifted to shorter wavelengths. Unlike with emission

lines, both broad and narrow absorption lines share the same species, suggesting they

originate in roughly similar parts of the AGN environment (Krongold et al., 2017). NAL

can be harder to categorise as part of the AGN, however, as there can be ambiguity

between the intrinsic absorption associated with the AGN environment and absorption

from gas between the AGN and observer.

Interestingly, whilst NAL are universal and seen in all QSO, BAL are hardly ever seen

in Seyferts, with few exceptions (Leighly et al., 2015; Kaastra et al., 2014).

1.1.5 UV/Optical ’Blue Bump’

The optical & UV spectra of both lower-luminosity Seyferts and high-luminosity QSOs

are broadly similar, with a large low-frequency bump, but Type 1 AGN only exhibit a

‘big blue bump’ (Prieto, 2012). This is a major contribution to the total luminosity;

accounting for up to 40% of the bolometric luminosity (Richards et al., 2006).

1.1.6 X-Ray Luminosity

AGN are some of the most luminous X-ray sources in the sky. Up to 40% of their

luminosity can be in the form of X-rays (Ward et al., 1987). Comparison of slopes

in plots of energy distribution per frequency show there must be different components

responsible for the ‘big blue bump’ UV/Optical emission and the X-ray emission (Elvis

et al., 1994).

Type 2 AGN (i.e. Seyfert 2s and Type 2 QSOs) are typically much weaker X-ray

sources than Type 1; with a much reduced soft X-ray component, their spectra skew

harder (Antonucci, 1993). This suggests potentially a substantial absorption of the soft

X-ray component in Type 2 QSOs.

The X-ray spectra of AGN also differ based on the presence or absence of radio emission.

AGN with no radio emission/jet tend to exhibit harder spectra, whilst those with radio

jets tend to emit softer X-ray spectra. This holds independently of the Type classification

of the AGN (Maccarone et al., 2003). Radio-loud QSO spectra display two components,

one synchrotron emission in the UV & visible, one X-/γ-ray. Both display clear evidence

of emission from an unresolvably small location though on the order of parsecs, rather

than light-days or months (Lister et al., 2009)) being relativistically beamed towards the

observer. The particles in these jets are accelerated up to 99.9% of the speed of light,

resulting in apparent speeds far in excess of c.
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Figure 1.3: Continuum light curves of NGC4151 from Ulrich et al. (1997).

In addition to X-ray emission, AGN exhibit a range of absorption behaviours. For Type

1 Seyferts, over 60% have so-called ‘warm absorbers’; absorption lines corresponding

to multiple high-ionisation species, with blueshifts corresponding to outflow in on the

order of 100−1000km s−1, distributed across pc−kpc (Tombesi et al., 2013). Ultra-fast

outflows (UFOs) are also absorbed, high-ionisation x-ray absorbers (typically detected

via Fe lines) with mildly relativistic outflows of 10, 000 − 100, 000km s−1 (Tombesi

et al., 2010). Interestingly, these UFOs are determined to be located at substantially

sub-pc scale from the central object (≈ 0.0003− 0.03pc, Tombesi et al. (2012)).

1.1.7 Variability

The continuua of AGN vary at a very broad range of timescales, and with dramatic

amplitudes, from radio to x-ray (Krolik et al., 1991). The behaviour of this variation

differs between bands. The rate of fluctuation shows a power-law dependence on the

frequency of the radiation, ∝ f−α, for α ≈ 1− 2.5 (Green et al., 1993; Hayashida et al.,

1998). This is to say, shorter wavelengths fluctuate at much faster frequencies, with

longer wavelengths changing more slowly. At longer wavelengths, the variations also

have a much lower amplitude of variation, as can be seen in Figure 1.3. X-rays can

fluctuate by orders of magnitude over the span of hours to days, whilst the optical varies

over days to months. Fluctuations in the X-ray can be seen to propagate out to longer

wavelengths, and are slowly smoothed out over hours in the X-ray (Ulrich et al., 1997) to

weeks or months in the optical (Fausnaugh et al., 2016). Again, the lag is proportional

to wavelength; long wavelengths have a longer lag to the X-ray.



www.manaraa.com

10 Chapter 1 Introduction

1.1.8 Unification

At first glance, the variety of observations of AGN raise the prospect of an entire zoo

of very dissimilar objects existing at the cores of active galaxies; all extremely energetic

but too compact to observe. Multiple models have been proposed to unite them into a

single class of object, either by evolution (Franceschini et al., 2002), or via orientation

(Urry and Padovani, 1995). Both involve (as with most astrophysical compact objects

(Cordova and Mason (1982), Lada (1985)) a central object surrounded by a rotating

accretion disk of inflowing matter, heated by viscosity of the inflowing matter, with a

high-energy ‘corona’ around the central object. For AGN, one model is a hot electron

corona that up-scatters disk emission into the X-ray (Sunyaev and Truemper (1979)).

In the orientation model, an obscuring torus of dust is added to explain the absence of

BELs at viewing angles close to the disk (Urry and Padovani, 1995). Some developments

of the orientation model add outflowing winds driven off the disk surface (by radiative or

magnetic pressure) to explain the presence or absence of emission lines and absorption

features (Weymann et al., 1991; Shlosman and Vitello, 1993; Elvis, 2000). An illustration

of this can be seen in figure 1.4, with a diagram in figure 1.5. Sight-lines to the inner

region can be blocked by the torus, resulting in an object with no visible BLR, whilst

the NLR high above the disk is remains un-obscured (e.g. from angles 70 − 90◦ in the

diagram). Meanwhile, sight-lines through the outflowing winds see BAL features. Sight-

lines under the wind, but above the torus, see NAL features as the observer-projected

velocity is much lower. This is particularly the case in models like Elvis (2000) which

propose a ‘kink’ in the wind, where it raises up off the accretion disk vertically before

being driven outwards by radiation pressure. This is usually justified by the presence of a

’failed wind’ (discussed further in 1.1.8.2). Even more recent unified models propose the

BLR as ’clouds’ condensing within a warm outflow and falling back onto the disk (Elvis,

2017). In our work, we have used a modified version of the Shlosman and Vitello (1993)

biconical disk wind originally described by Matthews et al. (2016) and outlined in section

2.3. Theories have also been developed to unify radio-quiet and -loud AGN. Models like

Yuan et al. (2002) propose that jet emission is a phase triggered by changes in accretion

behaviour. They propose the AGN switches from radiatively efficient accretion, where

most surplus momentum is transported away via disk emission, to radiatively inefficient

where the jet fulfils this role Sbarrato et al. (2014). With these two variables, more or

less all the quasar behaviours observed in table 1.1 can be produced (even if the specifics

of some factors e.g. the x-ray corona are not nailed down).

1.1.8.1 Accretion disks

Accretion disks are a common feature amongst astrophysical compact objects like Cat-

aclysmic Variables (Noebauer et al., 2010) and Young Stellar Objects (Sim et al., 2005).
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Figure 1.4: Artist’s impression of a dust-bound AGN. (Pavodani (2004)).

Compact object systems consist of a heavy central object that draws gas and dust to-

wards it gravitationally. As the material is drawn in, conservation of angular momentum

forces it to spin in the central object’s plane of rotation. As the material descends into

the gravitational well it converts potential energy into kinetic energy. For a particularly

steep potential well like that of an AGN with a mass on the order of 106 − 108M�,

the energy released is on the order of ≈ 10% of the rest mass of the inflow. This is

substantially more than the ≈ 0.7% energy-per-rest-mass released from nuclear fusion

of even the lightest hydrogen nuclei Peterson (1997). This huge energy release heats the

accretion disk (via viscous heating in collisions) to temperatures of up to 104 − 105K

(Bonning et al., 2007), resulting in a huge amount of energy being re-radiated in a black-

body spectrum. This results in the accretion disk being the main component responsible

for generating the incredible luminosities of AGN.

A major parameter determining disk behaviour is the Eddington ratio. The Eddington

ratio is defined in terms of the emission luminosity L and the Eddington luminosity LEdd.

As accretion results in the emission of radiation, eventually the radiation pressure re-

sulting from this emission reaches the point where it drives back any further inflow. The

Eddington luminosity LEdd is the luminosity limit where the outward force of radiation

pressure balances the inward pull of gravity. This is not a trivial quantity to calculate,
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Figure 1.5: Diagram of a unified AGN. Axial radio jets in yellow, x-ray corona in
purple, outflowing winds in green, accretion disk in red, dusty torus in brown (Marin

(2016)).

as the radiation pressure the inflowing material experiences depends on the absorption

and scattering cross-sections of the material, and the spectral energy distribution of the

source. We tend to approximate the Eddington limit for a spherically-symmetric inflow,

accounting purely for electron scattering on hydrogen (with Thompson cross-section σe,

and proton mass mp), as equation 1.1:

LEdd =
4πGMBHmpc

σe
(1.1)

From this, we can derive the Eddington accretion rate ṀEdd. Given an energy conversion

efficiency of η, the luminosity released by an inflow is L = ηṀc2, giving an Eddington

accretion rate as equation 1.2.

ṀEdd =
LEdd
ηc2

(1.2)
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The Eddington ratio for a given AGN is then Ṁ/ṀEdd. The ratio is thought to be

one of the key determiners of whether an AGN emits a radio-loud jet or not (Padovani

et al., 2017). There are two main accretion modes proposed; thin-disk or radiatively

efficient, and advection-dominated or radiatively inefficient. In a high Eddington ratio

system, inflowing material will be shaped into a comparatively thin disk by the radiation

pressure- minimising the disk angle and thus the surface area exposed to radiation

pressure (Shakura and Sunyaev, 1973). In systems where radiation pressure is not

dominant (those with lower Eddington ratios) then we expect to see advection-dominated

accretion flow (ADAF) (Narayan et al., 1995, 1998). In these systems, the in-falling

material is less dense and unable to effectively cool itself, resulting in much lower disk

emission. Instead, the faster, more turbulent flow draws most of the released energy

into the SMBH itself whilst accelerating a small fraction into a jet via a magnetic shock

region.

1.1.8.2 Disk winds

Within the broad line region of the AGN evidence can be seen for mass outflows from the

disk in the form of asymmetrical Doppler broadening Denney et al. (2009). This effect

arises from emission from fast outflowing media being preferentially observed- media

flowing away from the observer would be partially obscured by the central engine and

the bulk of the wind itself. In addition, the high cross-sections for resonance interactions

mean that photons will preferentially escape the wind with or against the flow; where

they become blue/red-shifted to energies that no longer place them in the exact frequency

to resonantly scatter further within the wind.

The most obvious evidence for an outflowing disk wind is seen in broad absorption line

QSOs Begelman et al. (1991), though it is not yet clear whether the broad line region

is co-spatial with the wind- some models propose instead a series of orbiting clouds

Gaskell (2009). These conclusions are drawn from a combination of factors including

emission lines and calculated covering factors. They suggesting that rather than all gas

being exposed to the same ionising radiation field (and ending up in the same ionisation

state), some degree of shielding is in play, softening the radiation spectrum the BLR gas

is exposed to. In the cloud-based model, the front of the cloud shields the back of each

cloud, softening the spectrum it is exposed to. As a result, emission lines characteristic

of a range of ionisation configurations appear.

However, this model does not describe all observed behaviour. It requires much higher

covering factors (the proportion of the central source obscured behind the BLR-producing

clouds) to produce the observed levels of resonant scatter than were supported by the

levels of continuum absorption of central source radiation seen in the spectra. In ad-

dition, reverberation mapping studies indicate a strong dependence of ionisation state

on distance from the source, as measured by time lag and Doppler broadening effects.
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Figure 1.6: Diagram of flattened cloudy model of BLR, reproduced from Gaskell
(2009)

Alternative models have been developed that describe flatter, denser winds closer to the

disk plane with lower covering factors, allowing for the central engine to be observed

through the ’hole’ in the wind (as in figure 1.6). In these models, the flat, dense wind is

self-shielding much like the clouds of older models, as any sight-line to the back of the

wind will pass through the front, resulting in a softened spectrum.

These models attribute this behaviour to a ‘failed wind’, driven off the surface of the

disk by radiation pressure from the emitting warm gas and dust. The wind is then

slowed at higher inclinations from the central engine by over-ionisation, with radiation

pressure from the central engine pushing the wind outwards, or momentum transfer via

line scattering. Proga et al. (2000). Over-ionisation can reduce momentum transfer from

the AGN radiation to the wind by destroying species with resonance lines with very high

scattering cross-sections. Other models use magneto-hydrodynamic forces to drive the

flow of winds into this flattened, conical shape Fukumura et al. (2010). The internal

structures of the wind vary from smooth to clumpy, though computational complexity

can limit attempts to model non-continuous wind structures. Large-scale failed winds

have recently been observed (Reeves et al., 2017).

1.1.8.3 Dusty torus

The edges of AGN are believed to be surrounded by a cold, thick low-ionisation dusty

torus with an inner edge on a roughly light-year scale (Pozo Nuñez et al., 2015). The

torus absorbs and reprocesses higher energy UV and visible photons from emission lines

(as well as X-rays from the central engine) into infra-red radiation. Unification schemes

like Urry and Padovani (1995) propose the existence of the torus as a way to unify

Seyfert-I and Seyfert-IIs into a single object, as well as to unify Quasi-Stellar Objects

(QSOs) and the Seyfert-II analogous Quasar-2s. Seyfert-Is and QSOs exhibit both broad

and narrow emission lines, whilst Seyfert-IIs and Quasar-2s only exhibit narrow lines.

The expectation is that the BLR, closer to the central engine, is more easily obscured

by the dusty torus and the NLR-only AGN observations correspond to sight-lines at a

low angle to the accretion disk plane as shown in figure 1.5.
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1.1.9 Feedback

A crucial reason for understanding the structure and dynamics of AGN environments is

the key role they are assumed to play in the evolution of their host galaxies. When the

mass of a SMBH (MBH , often determined using 1-d reverberation mapping as detailed

in section 1.2.1) is plotted against the total observed stellar mass in the galactic bulge

of its host galaxy (Mbulge), we see a quite tight correlation as previously discussed in

section 1.1.1. A correlation between stellar mass and black hole mass would be expected

on some level; a galaxy with little gas would both be be unable to form large numbers

of stars, and to grow large central SMBH. The lack of galaxies off of the line suggest

that an AGN cannot ‘over-eat’ and starve the galaxy of gas for star formation, nor can a

high rate of star formation use up the galaxy’s gas supplies before they reach the central

SMBH.

It is unlikely that this feedback mechanism is purely gravitational; the mass of a SMBH

is typically on the order of 103 lower than the disk bulge, and its gravitational field only

dominates over that of the bulge over very short distances- certainly not on the scale of

the entire galaxy. Any feedback must therefore arise during the phases when a SMBH

is actively accreting gas, and forms an AGN. There are several proposed mechanisms by

which an AGN affects star formation in its host galaxy, both promoting and suppressing

it (Begelman, 2004). Of particular interest to us are AGN winds (as mentioned in section

1.1.8.2). Thanks to the high scattering cross sections of the their emission lines, a line-

driven wind can efficiently convert radiated energy from the AGN corona and accretion

disk into kinetic energy. These high-velocity winds can then potentially ‘sweep’ out gas

supplies from the galaxy (Cielo et al., 2018). The jets of AGN are also hypothesised to

be major sources of feedback to their host galaxies. The polar jets of an AGN rapidly

heat and transfer a huge amount of outward momentum to any material in their way.

This is most obvious in the large ‘bubbles’ on the scale of 10s of kpc to Mpc, carved

out in the intergalactic medium; the ‘lobes’ of radio galaxies as mentioned in section

1.1.2. The rapid heating process results in sudden pressure changes that generate shock

fronts perpendicular to the jet axis. The heating of intra-galactic gas would be expected

to reduce star formation rates, as the higher internal kinetic energies of the gas have

to be overcome during the process of gravitational collapse. Conversely, jet shocks and

outflows are also expected to promote star formation, by compressing molecular clouds,

enhancing their density and promoting star formation (Silk, 2013), and there is evidence

for AGN outflows at the very least failing to reduce star formation (Woo et al., 2017).

Current galaxy evolution models require AGN feedback in order to reproduce the fea-

tures of our observable universe (Bower et al., 2006; Croton et al., 2006). As a result, it is

important that we understand the kinematics and structure of these potential outflows.
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1.2 Reverberation mapping

In AGN, as the ionising continuum varies, so do the broad emission lines. This variation

tracks the driving continuum, but lags behind by a time delay. Different lines respond

to changes in the driving continuum with time delays on the order of days to months,

as illustrated in figure 1.7 (Kaspi et al., 2005, 2007).

In the context of the accretion disk wind model described in section 1.1.8, this behaviour

is ascribed to radiation from the central engine striking the outflow and contributing to

the thermal, ionisation and excitation equilibrium at any given point within the outflow.

This equilibrium establishes the rates at which radiative, as well as collisional, ionisa-

tions, recombinations, excitations and de-excitations occur. Line photons, in particular,

are produced when electrons in excited states decay to a lower energy levels. The rele-

vant excited states can be populated by collisional processes, radiative processes, and/or

recombination cascades. The specific frequencies at which line photons are produced de-

pend on the populations in each of the ionisation and excitation levels associated with

each atomic species.

The time-scale on which ionisation and recombination processes equilibrate the wind

ionisation state with the radiation field is fast, ≈ 0.5 minutes to 0.5 hours for typical

BLR electron number densities of 109 − 1011m−3 (Blandford et al., 2013).

As a result, line photons arriving at an observer at time t are associated with the

ionisation state of the outflow that was set by photons emitted by the central engine

at time t − τ(x). Here, τ(x) is the additional time required for photons to travel to

the observer via the line-forming region at position x in the wind. In this context, the

line-forming region could the disk, the disk wind or a gas cloud, as discussed in Section

1.1.8.2). An example of the path differences and thus travel time differences that arise

from this can be seen in Figure 1.8. As the scale of accretion disk winds is on the order

of light-days to months – orders of magnitude larger than the reprocessing and wind

equilibration time-scales – τ(x) can be taken to be solely a function of position(Peterson

and Horne, 2004). In practice, applying this assumption also requires that the dynamical

timescale of the wind (τdyn = r
∆V ) is substantially longer than the total observation

period, in order to ensure that there are no significant changes in the physical structure

of the wind itself.

The assumption that the recombination timescale is short (relative to the light travel

time scale) only hold for attempts to model the broad line region near the central

engine. It does not hold for the narrow line region, which has a lower electron density

ne ( 101 − 103cm−3, as opposed to 1010cm−3 in the BLR (Xu et al., 2007)) and thus a

much longer recombination time, since τr ∝ n−1
e .
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Figure 1.7: Light-curves for Hβ
emission line (bottom left) and
nearby continuum (top left), plus
Hβ cross-correlation function (bot-
tom right) and continuum auto-
correlation function (top right) re-
produced from Bentz et al. (2006).
Hβ response peaks ≈ 8 days after the

continuum peaks.

Figure 1.8: Diagram of a typical
path difference for continuum vs line
photons. Black line represents accre-
tion disk, grey regions are the disk
wind. Blue arrows represent contin-
uum photons from the central source,
red arrow represents photons emit-
ted, scattered or reprocessed by the

disk wind.

For an AGN with constant luminosity, there would be no way to determine a time

delay. Fortunately, AGN of all types fluctuate in luminosity (Ulrich et al., 1997). The

light curves of the ionising luminosity and the emission line luminosity can therefore be

compared to estimate a time delay. Note that extremely fast variations in the ionising

luminosity, on time-scales shorter than the recombination or reprocessing time-scales in

the BLR, cannot be used to estimate delays, since they are smeared out in the emission

line light curve. However, most AGN exhibit significant variation in the x-ray range on

the order of hours to weeks (Mushotzky et al., 1993), so this is not a major concern.

That is, in practice, the BLR is able to adjust its temperature and ionisation state,

and reprocess the incoming radiation, more rapidly than the time-scale on which the

luminosity changes.

The most important emission lines used in reverberation mapping are recombination

lines and collisionally excited resonance lines. The Balmer lines are examples of the

former; they are formed as part of the recombination cascade that is associated with

the capture of free electrons into excited levels of Hydrogen. Examples of the latter

include the classic UV resonance lines, such as N v 1240Å, C iv 1550Å and Si iv 1400Å.

Resonance lines are associated with permitted transitions that connect the ground state

of an ion to the next lowest energy level. Such transitions are very strongly radiatively

coupled, so any collisional or radiative excitation is followed almost immediately by a

radiative de-excitation.
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In the context of reverberation mapping, it is generally assumed that the observed

resonance emission lines are mainly produced via collisional excitation. Scattering –

i.e. the absorption and immediate re-emission of a photon in the transition (radiative

excitation followed by radiative de-excitation) – can also be important in AGN. For

example, the broad absorption features seen in the UV resonance for sight-lines looking

into the wind are due to continuum photons from the central engine that happen to be

at the right frequency being (approximately) isotropically scattered out of the line of

sight. In principle, scattering into the line of sight can also produce emission features.

However, scattering alone cannot produce any net line emission after averaging over

all viewing angles. Given that strong, broad emission lines associated with the UV

resonance transitions are seen in essentially all AGN, these lines are much more likely

to be produced thermally, i.e. via collisional excitation. This is fairly natural given

physical conditions in the BLR, including in our wind models.

Both resonance and recombination lines are Doppler broadened by the velocity field

associated with the accretion disk and the disk wind. Also, both types of lines are

driven by the ionising continuum, which sets the thermal and ionisation state of the

line-forming region. To first order, the luminosity seen in a given line, Lline, at a given

time, t, can therefore be related to the total continuum luminosity, Lcont, by allowing

for the delay τ , i.e.

Lline(t) ∝ Lcont(t− τ). (1.3)

Given a lag of τBLR between a line and the driving continuum, it is possible to define a

characteristic radius of emission for that line as

rBLR = τBLR/c. (1.4)

By using data sets covering a broad wavelength range, time delays can be determined

independently for each emission line. These provide insight into the the spatial distribu-

tion of the elements (and ionisation states) associated with the relevant transitions. The

results show that BLR is stratified, with emission from high-ionisation states occurring

preferentially at small radii, while that from low-ionisation states occurs mainly at larger

ones (Peterson, 2001; Bentz et al., 2010b).

1.2.1 Mass estimates

Historically, one of the main uses of reverberation mapping has been to estimate AGN

masses using emission lines (Bentz and Katz, 2015). Assuming the BLR is ”virialised”

– i.e. that its dynamics are dominated by the gravitational field of the black hole –
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the velocity width of the Doppler-broadened line profiles, vBLR, can be related to a

characteristic distance from the black hole, rBLR, via

vBLR = f

√
GM

rBLR
. (1.5)

Here, f is a “fudge factor” that accounts for the actual geometry and kinematics of

the BLR, as well as our viewing angle. By combining the measured velocity width of

an emission line, vBLR, with a lag-based estimate of the radius at which it is produced,

rBLR = τBLR/c, it is therefore possible to determine the mass of the super-massive black

hole in an AGN as

MBH = fv2
orbit/G. (1.6)

As noted above, the constant of proportionality f would be expected to depend on

the BLR geometry and kinematics, and also the observer inclination. Empirically, an

ensemble average of 〈f〉 = 4.47 ± 1.25 has been determined for AGN by comparison to

other methods of black-hole mass estimation (Grier et al., 2013a). With this range of

f values, reverberation-based black hole masses are consistent with those produced by

other methods (Wandel et al., 1999; Denney et al., 2010).

1.2.2 One-dimensional reverberation mapping

Reverberation mass estimates are formally based on the assumption that a given lag

corresponds uniquely to a given radius of emission. This is not strictly the case, as

emission at a single radius will be spread out across a range of times by the geometry

of the emitting region and the angle to the observer. Positions of equal distance to the

observer form isodelay surfaces (figure 1.9). As a result, for most geometries, emission

in given line occurs across a range of delays; the paraboloid isodelay surfaces do not

coincide with the distribution of ionisation states within the wind. As can be seen in

figure 1.10, two locations with very different radii (and thus very different exposure to

the ionising continuum and thus ionisation states and emission levels) occur on a single

isodelay surface.

In practice, the reverberation-based mass estimation technique probably works better

than might be expected from these considerations. Any given emission line actually

responds with a range of lags that reflect the distribution of line-forming material within

the BLR. Except for pathological cases, the mean lag will be a reasonable measure of

the characteristic distance of the line-forming region from the central engine.
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Figure 1.9: Diagram of isodelay curve reproduced from Peterson and Horne (2004).
Circle represents thin shell, arc indicates points of where locally emitted photons (and
scattered continuum photons) arrive at the observer with the same delay to the con-
tinuum fluctuations. Small circles indicate where isodelay curve intersects thin shell.

A more accurate – but still linear – approximation for the dependence of line luminosity,

Lline, on continuum luminosity, Lcont, can be obtained by explicitly allowing the line to

respond with a range of lags,

Lline(t) =

∫ ∞
−∞

Lcont(t− τ)Ψ(τ)dτ. (1.7)

Here, transfer function Ψ describes how, for a given geometry, continuum photons pro-

duced at times t − τ are reprocessed into the line emission observed at time t. This

requires the assumption that Ψ does not itself depend Lcont, which is only likely to be

true in the limit of small variations in Lcont.

The transfer function Ψ depends on the geometry of the emitting region and the angle of

the system to the observer. It can therefore be used to probe the geometry of the AGN

environment by substituting time resolution for spatial resolution. In theory, given a

line luminosity, Lline(t), and the driving continuum that produced it, Lcont(t), one can

attempt to reconstruct the transfer function of the AGN geometry that produced it. In

practise, however, Lline is not a function solely of the observed driving continuum and

so equation 1.7 does not accurately describe the relationship. Instead, we can linearise

the equation for small changes in the line and continuum around their mean values to

get the response function ΨR as

Lline(t) = L̄line +

∫ ∞
−∞

(Lcont(t− τ)− L̄cont)Ψr(τ)dτ, (1.8)

and therefore

∆Lline(t) =

∫ ∞
−∞

∆Lcont(t− τ)ΨR(τ)dτ. (1.9)

In the limit that Lline(t) ∝ Lcont(t−τ), the transfer and response functions are equivalent.

Whilst more practical, reconstructing ΨR from equation 1.9 is still an inverse problem
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Figure 1.10: Expanded version of figure 1.10 for multiple isodelay contours (dotted
lines) in spherical wind. Colour indicates delay relative to continuum photons (red =
short, blue = long). Blue arrow shows direct path to observer, black arrows show two
photon trajectories resulting in equivalent delay. Produced using Visit (Childs et al.

(2012)).

and can be challenging. In particular, many degenerate solutions may exist for a single

set of light curves Reynolds et al. (1999).

1.2.3 Velocity-resolved reverberation mapping

It is possible to distinguish between models giving rise to identical one-dimensional

transfer functions by taking into account the varying velocities of the emitting material

at different points within the BLR. This gives rise to broadening and frequency shifts
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Figure 1.11: Velocity-resolved transfer function for rotating disk as Welsh and Horne
(1991) viewed at 30◦. Includes all photons that have resonantly scattered a single time
off the C − IV line, with the luminosity contribution from each photon re-weighted
using its last scattering location to match the luminosity contribution per disk annulus
to the r−3/2 profile from the paper. Bottom left: Black lines indicate photons from the
central source, dotted lines indicate photons reprocessed by the disk. Right: Numbers

from reprocessed photons correspond to locations on the transfer function.

in the emitted line, which allows for the construction of a two-dimensional, velocity-

resolved transfer function that converts continuum luminosity Lcont(t) into line luminos-

ity Lline(v, t) as

∆Lline(v, t) =

∫ ∞
−∞

∆Lcont(t− τ)Ψ(v, τ)dτ. (1.10)

An annotated simulated example for a rotating Keplerian disk can be seen in figure 1.11.

In addition to the symmetrical Doppler broadening resulting from rotation, emission

lines can also be asymmetrically broadened by inflow and outflow kinematics. Gas

flowing towards the observer blueshifts photons that are emitted or reprocessed there

to an extent based on its velocity. Reverberation mapping can distinguish between all

three scenarios Denney et al. (2009), and between different wind structures and angles

of incidence.
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A clear illustration of the differences between inflow, outflow and Keplerian rotation can

be seen in figure 1.12. In an outflowing system, redshifted photons for a given line can

only be produced by material outflowing away from the observer; therefore, they come

from material on the far side of the AGN from the observer, and arrive with long delays.

Blueshifted photons can only be produced by material outflowing towards the observer;

therefore, they come from material on the near side of the AGN, and arrive with short

delays. The inverse is true for inflowing systems. This gives characteristic blue-leads-

red signatures for outflow, and red-leads-blue signatures for inflow. Systems with a

rotating Keplerian disk with an inner and outer radius exhibit ‘oval’ disk edge signatures,

with the outer envelope describing the Keplerian velocity profile for the system and thus

providing an estimate of the central object mass as in section 1.2.1.

It is worth noting, however, that the previous figures assume that the BLR geometry,

kinematics and response are comparatively simple, consisting of single simple compo-

nents (a disk, a shell) described by simple one-dimensional velocity laws. In addition,

the transfer functions describe only the response to the driving continuum at a single

time-delay at each point. They neglect intra-BLR interactions, where the continuum

at time t sets the ionisation state of the wind at t + τ1, which then self-irradiates and

influences its own ionisation state and emission. These artificially simplified transfer

functions make it very easy to distinguish between signatures. Even adding a second

velocity component to a simple rotating Keplerian disk model results in a substantial

change to the transfer function behaviour as figure 1.13.
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Figure 1.12: Outline response functions and schematics for Hubble-type spherical
outflow (left), a rotating Keplerian disc viewed at a 20◦ angle (centre), and Hubble-
type spherical inflow (right). Winds extend from rmin = 20rg to rmax = 200rg for
an AGN of mass 107M�. Hubble out/inflows have V (rmin) = ±3× 103 km s−1. Solid
lines denote the response from the inner and outer edges of the winds, dotted lines from
evenly-spaced shells within the wind. Pale lines describe the edge of the velocity-delay

shape of the response function.
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Figure 1.13: Simple transfer functions for a rotating Keplerian disk (left) and a disk
with rotation and outflow (right. Solid lines indicate disk inner and outer radii, dotted

lines indicate emission from equidistant radii.
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1.2.4 Previous models

The transfer function Ψ was first modelled for AGN in Blandford and McKee (1982).

As Ψ(v, t) can be expressed as a convolution of the continuum and line light curves,

they attempted to recover it via the Fourier transform, L̃line, of the line luminosity light

curve, Lline, i.e.

L̃line(v, ω) =

∫ ∞
−∞

eiωtLline(v, t)dt. (1.11)

The multiplication of this by the Fourier transform of the continuum light curve, L̃cont,

is equivalent to the Fourier transform of the convolution of Lline and Lcont. Thus the

transfer function can be expressed as

Ψ(v, t) =
1

2π

∫ ∞
−∞

e−iωt
L̃line(v, ω)

L̃cont(ω)
dω. (1.12)

As a result, the transfer function of an AGN can be arrived upon directly by Fourier

transforming its continuum and line light-curves. In 1982, when Blandford and McKee’s

paper was published, there were no spectroscopic time series of sufficient quality to

warrant an attempt at full 2-D reverberation mapping. Thus, rather than trying to

model Ψ(v, t) proper, they instead modelled a set of moment functions, defined for

integer n as.

Lnline(t) =

∫ ∞
−∞

vnLline(v, t)dv. (1.13)

These can then be used to produce corresponding moments of the transfer function as

Ψn(t) =
1

2π

∫ ∞
−∞

e−iωt
L̃nline(v)

L̃cont(v)
dω (1.14)

The two lowest-order moments correspond to the reprocessing fraction (for n = 0; i.e.

Lline/Lcont), and a measure of the line asymmetry (for n = 1).

Having determined how to derive moment functions from observation, they then derived

expected moment functions for a range of geometries. To this end, they expressed

Lline(v, t) in terms of (i) a continuum and reprocessing coefficient ε(~r) (cm−1) for a

given position ~r and time t, and (ii) a velocity distribution f(~r, ~w), for the local velocity

vector ~w, and a vector ~n defining the direction towards the observer:

Lline(v, t) =

∫
drdwdt′

ε(~r)Lcont(t
′ − r

c )

4πr2
f(~r, w)δ(v ~w · ~n)δ(t′t+

~r

c
· ~n). (1.15)
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Blandford and McKee calculated reprocessing coefficients for (i) spherical and disk ge-

ometries, and (ii) anisotropic emissivities based on the LOC model, under the assump-

tion that the emitting clouds are optically thick and emit only from the side facing the

central continuum source. For the velocity distribution, they considered isotropic, radi-

ally anisotropic and Keplerian rotation velocity fields. They could then substitute the

resulting expressions for ε(~r) and f(~r) into Equation 1.15 and thus predict the (moments

of) the resulting transfer function. Even for these simplified analytic models of the BLR

(with no self-irradiation/multiple reprocessing, and basic parameterised rα reprocessing

coefficients) directly recovering the properties of the BLR geometry by inverting the

analytic form of τ(v, t) is intractable, as the equations are too complex. However, gen-

erating example Ψ (or moment functions of Ψ) for a given geometry and tuning a given

model to match observation can nevertheless offer insight.

Whilst their Fourier technique for directly recovering Ψ(v, t) and theur moment function

formulation have seen little use, their paper was hugely influential, and their forward-

modelling approach has been widely adopted.

1.2.4.1 The BLR as Population of Randomly Distributed Clouds

The work of generating a library of example 2-dimensional transfer functions proper

for comparison and refinement via the forward-modelling method was first done by

Welsh and Horne (1991) and Perez et al. (1992). Here, I will focus on the former.

Welsh and Horne (1991) produced transfer functions for 3 separate systems: a constant

velocity spherical outflowing wind, a spherical free-fall inflow model, and a thin Keplerian

disk. These are all based on the cloud model of the BLR discussed in section 1.1.8.

Their models describe the cloud number densities as a power-law function of radius,

and generate a large number of randomly positioned clouds throughout the model. The

emissivity of each cloud is then also approximated as a power-law function of radius,

with cloud emission lagging behind the central source emission by a delay corresponding

to the light travel time from the central source to the cloud. Emission from these clouds

then travels directly to the observer. Their code calculates the contribution of each cloud

to the transfer function at a Doppler shift corresponding to its observer-projected radial

velocity and at a delay corresponding to the total path-length difference of a photon

that travels to the observer via the cloud, rather than directly from the central source.

Example transfer functions based on their modelling are shown in figure 1.14. Their

code is also capable of producing a trailed spectrogram from a continuum light curve.

The method makes several major approximations. Foremost is the the assumption

that density and emissivity can be described by a simple power-law approximation.

Equally major is the assumption that these profiles are completely static and do not

vary with changes in the ionising continuum. The model also includes no radiative

transfer physics: no shielding or multiple-scattering effects are considered, and there is
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Figure 1.14: Transfer functions for spherically-symmetric Hubble-type outflows (left)
and free-falling inflows (right) from Welsh and Horne (1991).

no consideration of the spectral energy distribution of the ionising continuum nor the

energy-dependent optical depths of the responding lines. Emission is also assumed to

be completely isotropic and only dependent on a single continuum source: the clouds

are not heated either by radiation from other clouds or by radiation associated with the

accretion disk, for example.

Advanced versions of cloud-based BLR models have been developed, implementing

anisotropy in both the continuum source (Wanders et al., 1995) and cloud emission

(Goad and Wanders, 1996) in an attempt to fit observations; but for a non-biconical

wind model (figure 1.15). They implement a distribution of clouds on randomly-inclined

Keplerian orbits irradiated by a biconical continuum source. This allows them to ob-

tain a transfer function with biconical features, but without the twin-peaked line profile

shape associated with Keplerian rotating biconical winds. They explicitly acknowledge

the need for stratified ionisation profile to match the observations. The cloud emis-

sion anisotropy modelled by Goad and Wanders (1996) is also very specific to the LOC

model and based on the optical depth of the cloud, rather than any velocity component.

Clouds can be scaled between being fully opaque and functioning as ’reflectors’, with

only their continuum-source-facing side responding, or being optically thin and respond-

ing isotropically. This is similar to the anisotropic emission included in Blandford and

McKee (1982).

1.2.4.2 Analytic Descriptions of the BLR

Chiang and Murray (1996) took an alternative approach to the statistical models, instead

constructing analytic descriptions of the BLR and solving them to produce a transfer

function. The equations for a given geometry are qualitatively similar to the expressions

used for Lline for a given geometry in Blandford and McKee (1982).
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Figure 1.15: Geometry for spherical shell BLR (in grey) irradiated by isotropic and
biconical ionising continuum from Goad and Wanders (1996).

Rather than basic (i.e. purely parametric) disk/inflow/outflow models, they used the

physically-motivated disk wind model of Murray et al. (1995), featuring a thin Keplerian

disk which launches outflowing winds. In this model clouds are first raised off the

surface of the disk by local continuum radiation pressure. They are then driven radially

outwards by line driving from the central source. They then produced transfer functions

for this model by deriving an analytic solution for the observed luminosity at a given disk

position, (r, θ), taking anisotropic emission into account via the local Sobolev optical

depth. Notably, however, whilst their model formally describes a disk wind, they assume

that all the emission actually comes from the dense ’footprint’ where the wind meets

the geometrically thin disk.

For this model, Ψ(v, t) is defined for a disk with source term S(r), line opacity k(r) and

local escape probability β in the direction of the vector to the observer i as

Ψ(v, t) =

∫
r
k(r)S(r)β(r, θ, i)δ(τ − τ̃(r, θ))δ(v − ṽ(r, θ))dθdr. (1.16)

ṽ is the observer-projected velocity taking Doppler shift into account at point on the

disk r, θ, and τ̃ is the delay to an observer from there, also given in terms of r and the

disk azimuthal angle θ. Notably, however, when considering observer-projected radial

velocities, the outflow component is neglected, as it is small in comparison to the orbital

velocity. Whilst the model supports complex emission and ionisation profiles via the k
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Figure 1.16: Transfer function for Murray et al. (1995) disk wind from Chiang and
Murray (1996).

and S terms, the analysis is performed only for simple r≈−1 emissivity profiles. This

effectively assumes a consistent ionisation state for the wind between a fixed minimum

and maximum radius.

In practical terms, the model is a thin Keplerian disk as in Welsh and Horne (1991),

and the outflow component of the model contributes only to the local Sobolev optical

depth when considering the component of emission that escapes to an observer at a

given angle. This improvement allows it to better capture the behaviour of line photons

in optically thick regions with high velocity gradients, but still leaves it lacking in low-

velocity-gradient regions. It also still neglects the effects of self-irradiation on a broader

scale. Despite this relatively minor deviation from the pure Keplerian disk scenario, their

transfer function (Figure 1.16) exhibits some interesting features not seen in the isotropic

emission models of Welsh and Horne (1991). The direction-dependence of the Sobolev

optical depth leads to a red-leads-blue signature despite the lack of inflow kinematics

anywhere in the model. A similar signature is found and discussed in Chapter 4.

Waters et al. (2016) improve upon the formulations of Chiang and Murray (1996) with

the addition of a responsivity term, δj/δFcont. This describes how the emission coefficient

jν (described further in chapter 2) for a given frequency ν and at a given point in the

wind varies with changes in the continuum flux, Fcont. This formulation allows their

code to generate not just transfer functions Ψ but response functions ΨR. They note,
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Figure 1.17: Left: Response function for Proga and Kallman (2004) hydrodynamic
outflow from Waters et al. (2016) with purely rotational kinematics, centre: with

rotation and outflow, right: plot of velocity components.

however, that obtaining self-consistent responsivity requires detailed photo-ionisation

calculations, which they do not carry out. Instead, they assume a power-law responsivity

and describe local line luminosity density Lv,line (units: ergs−1m−3) as

Lv,line(r) = AF
η(r)
cont , (1.17)

where A is a scaling factor (units: s), and η is a position-dependent responsivity index.

Both A ∝ r2 and A ∝ constant expressions are explored, but in both cases η is set to

unity throughout the problem. This factors into jν , which depends on the luminosity

density and integrated line opacity k as

jν ∝ k(r)Lv,line(r). (1.18)

The line opacity is itself a function of density, which falls off with r−2. Given the ionising

continuum flux Fcont also falls off as r−2, this allows Waters et al to expand Chiang et

al.’s treatment to explore both the r−4 responsivity falloff of Chiang and Murray (1996)

and a r−2 falloff.

In addition to their improved formulation of the problem, they explore a more detailed

hydrodynamic wind model, as calculated by Proga and Kallman (2004). This features

a roughly equatorial outflow, with the kinematics illustrated in Figure 1.17. This illus-

trates how the response function of a system with an equatorial disk wind could appear

relatively similar to that of a standard disk. Equally, Waters et al. highlighted how the

response function is very sensitive to the responsivity parameter η(r), highlighting the

need for proper photo-ionisation calculations.
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Figure 1.18: Left: Response function for C iv from Bottorff et al. (1997a) accretion
disk wind, right: geometry of disk wind.

1.2.4.3 Photo-ionisation Models

Goad et al. (1993) have generated one-dimensional response functions using photo-

ionisation models of a LOC BLR. They choose a spherical BLR, composed of isotropically

emitting clouds with Keplerian orbital velocities and an outflow velocity component.

Adopting r−s models for the density and cloud pressure, and rs−2 models for the ioni-

sation parameter across the BLR (assuming a simple r−2 falloff for ionising radiation),

they test a range of values of s from 0−2. From this, they calculate the ionisation profiles

and emissivities in each line throughout the BLR. Making the assumption that the lines

have a linear dependence on the continuum, this allows them to calculate the transfer

function. Further, they then also determine the response function ΨR, by increasing

the continuum luminosity by a small amount, recalculating the ionisation state, and as-

suming a linear response between the two states. There are crucial differences between

the transfer and response functions. The response function is closer to the observable

response, as it accounts for shifting ionisation fronts that can open up a response from

regions with no previous emission or cut off emission from closer-in regions due to over-

ionisation. This results in negative responses at some delays, a possibility not supported

in most other reverberation mapping models. The method has been employed for a

more complex ‘bowl-shaped’ BLR geometry in Goad and Korista (2014) and Goad and

Korista (2015), though still without anisotropic emission or self-irradiation of the BLR.

Bottorff et al. (1997a) have also performed photo-ionisation simulations for 2-dimensional

reverberation mapping. They use photo-ionisation modelling to generate the wind emis-

sivity profile of a hydromagnetically-driven outflowing disk wind. Crucially, however,

unlike Goad et al. (1993) they only perform a single photo-ionisation calculation, and

do not calculate the differential emissivity as a result of changes in the continuum. This

means they only produce the transfer function for the wind, as shown in figure 1.18.

This means that, so far, there are no photo-ionisation models of 2-dimensional response

functions.
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1.2.5 Deconvolution techniques

As discussed in sections 1.2.2 and 1.2.3, given a time-series of line profiles Lline(v, t)

and a continuum light-curve Lcont(t) we can attempt to recover the velocity-resolved

response function ΨR(v, t). However, this is an ill-posed problem. Accurately inverting

data to recover a transfer function requires a high cadence of low-error simultaneous

observations of both line and continuum luminosities. When the light-curves are poorly

sampled or have high errors, then the problem becomes degenerate. Given a driving

continuum and line light curve, many different response functions can give rise to the

line within the errors on both.

There have been two main families of approaches to deconvolution. The first is to

assume a model form for the response function Ψ(v, t), and in addition to evaluating how

well a given candidate Ψ(v, t) fits the observed data, to assign some other optimisation

parameter (e.g. Horne et al. (1991); Krolik and Done (1995)). In this context, the

degeneracy is broken by assuming that the response function is most likely to take one

particular form. This form is usually one that is mathematically simple, but potentially

physical considerations can be applied.

The second approach is to assume not a model form for Ψ(v, t), but for the system that

gives rise to Ψ(v, t). Within this approach, the degeneracy is reduced by the assumption

of a specific geometry, kinematics and emissivity/responsivity profile (e.g. Keplerian

disk, biconical wind). These models have a range of tuneable physical parameters that

can be used to optimise the Ψ(v, t) fit.

1.2.5.1 Discrete Cross-Correlation

The very earliest work makes use of discrete cross-correlation function techniques devel-

oped by Edelson and Krolik (1989) to split a time-series of line profiles up into velocity

bins and produce one-dimensional cross-correlation functions (CCFs) for each bin. This

method places no constraints on the CCFs recovered, and has often only been used on

a very coarse velocity grid. These coarse grids give a lag distribution ony the level of

only the red- or blue- wings of a line, for example, or for a small number of velocity

bins (White and Peterson, 1994; Peterson et al., 2004; Valenti et al., 2015). Whilst this

does not produce transfer functions per se (see figure 1.19), the outputs can potentially

be Ψ-like, and can help differentiate between geometries and kinematics by showing

the kind of red-leads-blue or blue-leads-red signatures discussed in section 1.2.3. This

method assumes no underlying physical picture; the CCF simply arises from the data,

and the technique itself makes no predictions about the type of system that gave rise

to the CCF. Some enhanced versions of CCF do not cross-correlate with the observed

data, but use Markov-Chain Monte Carlo processes to fit damped random walk models

to the discrete observations (instead of interpolating or re-binning when the line and
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Figure 1.19: Velocity-resolved cross-correlation function from Valenti et al. (2015)

continuum observations do not occur at the same times), and then generate a CCF for

these two (Zu et al., 2011).

1.2.5.2 Maximum Entropy Method

The Maximum Entropy Method (MEM), as implemented in the computer code MEME-

cho, was originally developed by Horne et al. (1991) and elaborated upon in Horne

(1994). This method determines the response function ΨR of the system by solving

equation 1.9. The code performs fitting to minimise the χ2 value for ∆Lline,simulated

compared to ∆Lline,observed. However, ΨR is also subject to an additional regularisation

constraint. Rather than simply minimising χ2 the code instead minimises the value

Q that combines the goodness-of-fit and the entropy of the response function via a

weighting parameter γ as

Q2 = χ2 − γS. (1.19)

The sources of entropy in the code are the continuous models for continuum luminosity

Lcont and mean line continuum L̄line it generates from the discrete observations, and the

response function ΨR. MEMEcho defines the entropy of a system as a measure of its

’smoothness’. Functions with many regions of high rates of change in gradient encode
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large amounts of information in these changes, and thus have low entropy. MEMEcho

expresses this in terms of weighting factors B, W and A as

S = −
∫ tmax

tmin

(
δ2ln Lcont(t)

δt2

)2

dt−B
∫ vmax

vmin

(
δ2ln L̄line(v)

δv2

)2

dv

− W

1 +A

∫ tmax

tmin

∫ vmax

vmin

{(
δ2lnΨr(v, τ)

δτ2

)2

+A

(
δ2lnΨr(v, τ)

δv2

)2
}
dvdτ. (1.20)

This is implemented by discretising ΨR, Lcont and Lline and determining the second

derivative numerically. The choices of τmin and τmax allow the method to limit ΨR to a

‘plausible’ range of times, in a way that simple cross-correlation analysis does not. This

does potentially run into issues with the observation that some continuum bands appear

to rise before the ionising continuum (Fausnaugh et al., 2017).

The code is capable of generating both one- and two-dimensional response functions.

As with the CCF method, the MEM is formally blind to the physical nature of the

BLR that gave rise to the response function. It “only” recovers the response function

- interpreting this in terms of the BLR geometry and kinematics is left to the post-hoc

analysis of experts. There still exists the potential for several different geometries to have

given rise to the ΨR. In addition, MEMEcho applies the constraint that ΨR ≥ 0, which

is at odds with existing observations that the line luminosity can be anti-correlated with

the continuum (Goad et al., 1993). The maximum entropy method has been extensively

used by a wide range of groups (Bentz et al., 2010a; Grier et al., 2013b; Xiao et al.,

2018a).

1.2.5.3 Regularised Linear Inversion

A less commonly used technique developed by Krolik and Done (1995), Regularised

Linear Inversion (RLI) recovers ΨR from observation via χ2 minimisation. Expressing

equation 1.10 in terms of N discrete continuum flux observations Fcont and line flux

observations Fline at times ti, and the response function in terms of M discrete samples

at times τj with separation ∆τj , we get for one time

δFline(ti) =

M∑
j=1

[
Fcont(ti − τj)− 〈Fcont〉(τj)

]
ΨR(τj)∆τj , (1.21)

where the continuum mean is a function of time as AGN continua mean are asserted to

‘wander’. This can be expressed as a χ2 minimisation for a series of N continuum and

line observations ti as
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Figure 1.20: Velocity-resolved response function generated by MEMEcho from Ul-
rich and Horne (1996)

χ2 =

N∑
i=M

(δFline(ti)−
∑M

j=1[Fcont(tj − τj)− 〈Fcont〉(τj)]ΨR(τj)δτj

σl(ti)

)2
, (1.22)

where σl is the error on point ti. This form is still degenerate for many ΨR. They

regularise it by further minimising the ‘smoothness’ of ΨR via the differencing operator

H, resulting in a regularised linear deconvolution equation

(CTC + λHTH)ΨR = CTL, (1.23)

Where C is a matrix based on the continuum flux fluctuations as Cij = ∆τj
[
Fcont(t −

τj)−〈Fcont〉(τj)
]
/σl(ti), and L is a matrix based on the line fluxes Li = δFline(ti)/σl(ti).

λ is a scaling factor determining the weight placed on the smoothing factor vs the model

fit residuals. Using this model, they fit one-dimensional response functions (similarly to

the CCF technique) in the forms of

ΨR(τ) = cos2(πτ/[2τmax]) (1.24)

and

ΨR(τ) =

sin2(πτ/τmax) τ ≤ τmax/2

−sin2(πτ/τmax) τ > τmax/2
(1.25)

by varying scaling parameter τmax. They repeatedly re-sample the line and continuum

light-curves and applying their measurement errors, perform a fit for each, and arrive

at a mean fit value and error from the distribution of fits.
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Figure 1.21: Velocity-resolved response function generated by RLI from Skielboe et al.
(2015)

Recent work by Skielboe et al. (2015) has compiled multiple velocity bins to form a

full response function as 1.21. However, a potential drawback is that the velocity-bin-

wise generation of ΨR does not impose any restrictions on the form of the response

function based on adjacent wavelength bins, when we would expect there to be some

level of continuity. In addition, the form of the predicted response function plays a

fundamental role in fitting. Without an appropriate model ΨR,p, no response function

can be recovered to any level of accuracy.

Despite the advantages of its ability to cope with negative responses, the RLI method

has seen only limited use.

1.2.5.4 Markov-chain Monte Carlo Forward Modelling

The Markov-chain Monte Carlo Forward Modelling (MCMCFM) and associated com-

puter code CARAMEL was developed by Pancoast et al. (2011). In contrast to tech-

niques like CCF and MEM that are agnostic about the geometry and kinematics of

the BLR, the technique constructs a simple model of a BLR geometry. It produces a

LOC-model BLR from a distribution of clouds, each of which is assigned an orbit with

a tilt and radius, as well as an inflow or outflow velocity, drawn from a distribution.

It then generates a transfer function for the BLR using the same simple method as

Welsh and Horne (1991), and uses it to produce a time-series of line profiles from the

input continuum. A Markov-chain Monte Carlo iteration process follows, to refine the

model parameters and generate a line light-curve that best fits the observations. This

generates not only a transfer function, Ψ, as shown in figure 1.22 , but also predicts the

full geometry and kinematics of the BLR as figure 1.23. As this method is so strongly
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dependent upon the model used to generate the BLR, whilst it has great predictive

power it can only recover Ψ for a system that falls within the scope of its assumptions.

In addition, much like the MEM, this method imposes the constraint that Ψ ≥ 0. It

also allows the continuum between observations to vary as a free parameter, but in a

physically-motivated way via a MCMC technique as the refined CCF does. The MCM-

CFM technique has been widely used for a range of observations (Pancoast et al., 2012,

2014a, 2018).

1.2.6 Recent campaigns

Following Horne et al.’s work on deconvolution using the Maximum Entropy Method,

Horne et al. (2004) tested the ability of the MEMEcho code to recover a range of

modelled response functions from simulated observing campaigns. This analysis suggests

that a campaign with observation time interval ∆t can to recover response functions to

a resolution ∆τ ≈ 2∆t, as long as the observing campaign duration tdur is > 3rBLR/c.

Their simulated campaigns assumed a resolution of 1.5Å in the far UV, and 3Å in the

near UV/optical. The process for this involved artificial time-series of line spectra from a

template response function and driving continuum, before feeding this output back into

MEMEcho to test the fidelity with which it could recover the input response function,

with the results shown in Figure 1.24. With 200 days of observations roughly 5 times per

day, it was possible to recover even highly detailed response functions to a reasonable

level for response functions tuned to match the mean delays of the Seyfert NGC5548

(≈ 1 day for Hβ), a common target of RM campaigns. Equally, Horne et al. make

the point that given lines are localised to different regions of the BLR due to ionisation
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stratification, any observing campaign hoping to determine the geometry of the BLR

will necessarily need to probe a range of lines.

The AGN Key Project (Valenti et al., 2015) focused on a single target, ARP-150, ac-

quiring near-daily observations over 200 days. The much larger mean lags (≈ 7.52+1.43
−1.06

days for Hβ) allow for relatively low sampling rates compared to those required for

smaller AGN. Unfortunately, the relatively low spectral resolution (≈ 7Å) makes the

campaign unsuitable for determining full, high-resolution response functions though a

Ψ-like collection of binned cross-correlation lags can be produced (Figure 1.19).

The LICK AGN Monitoring Project (LAMP, Bentz et al. (2008, 2009a)) included ARP-

150, but also expanded to cover 14 other nearby Seyfert galaxies. The campaign was

only 64 nights long, with a roughly daily cadence. The Hβ line in this campaign dis-

played centroid lags of 4.17+0.67
−0.64 days, so the response function resolution resolution

would be unfortunately too low to accurately recover the low-delay response signatures.

Despite this limitation, the data gathered has been repeatedly used in velocity-resolved

reverberation mapping studies, both by the groups involved in the survey (Bentz et al.,

2010a) and others (Skielboe et al., 2015; Pancoast et al., 2014a,b)

The AGN Space Telescope and Optical Reverberation Mapping project (AGN-STORM)

was focused on a single object; a series of 171 observations over 175-nights of the Seyfert

NGC5548 (De Rosa et al., 2015; Edelson et al., 2015; Fausnaugh et al., 2016). The

survey covers a wide range of emission lines, from far-UV lines like C iv and Lyα to

UV and optical lines like the traditional target of RM campaigns Hβ; allowing it to

sample responses throughout the BLR. The campaign was structured explicitly with

velocity-resolved reverberation mapping in mind, and the instruments chosen have high

spectral resolutions as required (≈ 1Å in the FUV). Interestingly, this campaign noted

an unusual anti-correlation of Hβ with the driving continuum towards the end (Pei and

AGN STORM Collaboration, 2016).

In terms of future work, the OzDES spectroscopic survey (King et al., 2015) plans to

observe a large field for supernovae, hoping to use the observed rates to determine the

rate of expansion of the universe. Over 500 AGN lie within this field, and the survey

expects to recover mean lags for ≈ 35 − 45% of the quasars observed. Unfortunately,

the low cadence (5-7 days) makes it unsuitable for use in velocity-resolved reverberation

mapping surveys.
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Figure 1.24: Left: Test geometry of Keplerian disk with two arms. Centre:, model
response function, right: MEMEcho recovered response function, reproduced from

Horne et al. (2004).
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1.3 Outline

This thesis documents our efforts to modify an existing ionisation and radiative transfer

simulation code for the purposes of generating two-dimensional transfer and response

functions for AGN, and the insight that has given into their behaviour.

The modelling work done in this thesis was all performed using a modified version of

the existing Python Monte Carlo radiative transfer and ionisation code. Long and

Knigge (2002) originally developed the code to generate simulated spectra in order to

investigate outflow models of a wide range of astrophysical systems. Chapter 2 describes

the principles behind Monte Carlo radiative transfer simulations in general, and how the

Python code works specifically.

The modifications made to the code are then detailed in chapter 3, along with an ex-

planation of how the modified code’s outputs are used to generate two-dimensional

transfer functions. We then explore how these transfer functions differ from simple two-

dimensional transfer functions produced in previous works that do not feature detailed

radiative transfer, or any ionisation modelling (e.g. Welsh and Horne (1991)). The

code changes also offer the opportunity to explore how photons travel throughout the

wind, and to investigate if different regions are affected by different populations of pho-

tons. This will also allow us to assess how reasonable other common approximations

and assumptions made in reverberation mapping are.

Chapter 4 reproduces a paper published in the Monthly Notices of the Royal Astro-

nomical Society in 2017, along with some additional context. The chapter explores the

concept of transfer and response functions in more depth, emphasising the difference

between simple emissivity functions used in models that apply a single parameterised

emissivity profile to the wind for each line, and the more realistic response functions

that photo-ionisation codes (like our modified Python code) can generate. In par-

ticular the paper covers how, unlike emissivity functions, response functions can take

negative values – and the consequences this has for predicting geometries using them.

Chapter 5 follows up on this work by testing existing techniques used for recovering

response functions from series of observations of AGN (Horne et al., 1991; Horne, 1994;

Pancoast et al., 2011). It details the development of a technique for generating an

artificial series of observations from a real driving continuum (Fausnaugh et al., 2016)

and the realistic response functions produced in chapter 4. From there, these artificial

observing campaigns are analysed by the Pancoast et al. (2011) and Horne et al. (1991)

codes CARAMEL and MEMEcho. We test how accurately these codes can recover

our response functions, and to see if there are any limits on what can be recovered. We

discover that neither code can accurately recover negative response functions, and that

the CARAMEL code struggles with geometries that do not match its assumptions.
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Finally, chapter 6 describes the conclusions of this work and what consequence the

discoveries made have for the field of reverberation mapping of AGN.



www.manaraa.com

Chapter 2

Monte Carlo Radiative Transfer

& Ionisation Modelling

The work described in this thesis involved the development and use of a Monte Carlo

radiative transfer and ionisation code, Python, to generate two-dimensional transfer

and response functions for reverberation mapping. As such, this chapter describes the

theory behind Monte Carlo radiative transfer, and outlines why a Monte Carlo code

like Python was suitable for this application. It includes a discussion of the technical

aspects of the code and outlines the basic structure of the models used in this work.

2.1 Radiative Transfer

Radiative transfer describes how radiation fields travel through and interact with a

medium. In one dimension, the basic equation describing radiative transfer of a beam

of radiation of frequency ν travelling through a medium can be expressed as

dIν
ds

= −ανIν + jν , (2.1)

where I is the specific intensity of radiation (units: Wm2sr1Hz1), and s is distance

(units: m). The quantity jν is the emission coefficient (units: m−1), and describes how

much the intensity increases across distance ds, whilst αν is the absorption coefficient

(units: m−1), and describes the fraction of the radiation that is lost by the beam as it

travels through the medium. The absorption coefficient is usually defined in terms of

interactions with a number density n (units: m−3) of particles presenting a frequency-

dependent interaction cross-section to incoming radiation σν (units: m2) as

αν = nσν . (2.2)

43
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We can also define αν in terms of the density of the medium and the mass-absorption

coefficient κν (a.k.a. the opacity coefficient, units: cm2g−1) as equation 2.3:

αν = ρκν (2.3)

We can express these equations in a simpler way by defining a new property, optical

depth, as dτ = ανds. When we substitute τν into equation 2.1, we get

dIν
dτν

= −Iν +
jν
αν

(2.4)

Considering a purely absorbing medium (jν = 0) and integrating along a path from s0

to s, we find that

Iν(τ) = Iν(0)e−τν , (2.5)

where

τ =

∫ s

s0

α(s′)ds′. (2.6)

Thus for a photon the optical depth, τ , is related to the natural log of the probability of

being absorbed along that path. This allows us to describe a system in useful shorthand;

if a typical path through a medium has a τν >> 1, it is said to be optically thick. In

this limit, an average photon is more likely than not to be absorbed (or scattered,

or otherwise reprocessed if we add the cross-sections for other processes) on its path

through the medium. By contrast in the limit τν << 1, the material is optically thin,

and photons are instead more likely to pass through unaltered.

Now, using optical depth as the independent variable, we can rewrite equation 2.1 as

dIν
dτν

= −Iν + Sν . (2.7)

Here, Sν = jν/αν is the so-called frequency-dependent source function for the medium.

We can then integrate it up as with equation 2.5 to express the full formal solution to

the radiative transfer equation as

Iν(τν) = Iν(0)e−τν +

∫ τ ′ν

0
e−(τν−τ ′ν)Sν(τ ′ν)dτ ′ν . (2.8)

Note that in the optically thin limit τν → 0, Iν → Sν everywhere.
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Historically, most radiative transfer problems in astrophysics, e.g. those for solving

stellar atmospheres (e.g. Kurucz (1979); Hubeny and Lanz (2011); Hauschildt and Baron

(2008)) have been solved using sophisticated mathematical techniques. These work well

for spherical geometries and are designed for situations where high optical depths are

involved. They work less well for complex geometries such as those found in AGN,

although various attempts have been made to reduce the problem to a sum of 1-d

problems.
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2.1.1 Monte Carlo Radiative Transfer

Monte Carlo radiative transfer techniques have long been in used in order to avoid

the intractable analytic equations of radiative transfer. Originally developed for use in

nuclear applications by e.g. Cashwell and Everett (1959), MCRT techniques replace the

top-down analytic approach, solving for large-scale system properties, with a bottom-up

micro-physics model. These models work by simulating the flight of individual photons,

or ‘packets’ of identical photons, throughout the system. A photon is initialised with a

starting position, direction and frequency drawn from the distributions in the system,

and their travel through the system is then simulated, including interaction probabilities

based on the photon frequency and the cross-section of the material it is travelling

through. If a photon scatters, the resulting direction and energy can be generated at

random from the known probability distributions for those outcomes. A photon can be

followed until it is absorbed or leaves the system, with each of its interactions being

recorded as required; then another photon can be generated. For sufficiently large

numbers of photons, it is possible to sample the entire possibility space of the system to

a low Poisson noise (i.e. for a property X, ∆X
X ∝ √nphot/nphot).

In terms of advantages and disadvantages, Monte Carlo radiative transfer is well-suited

for systems which are not too optically thick and which have complex geometries. The

main disadvantages arise when the system is optically thick, or one or more portions of

a system (which matter) are optically thick.

Unlike analytic solutions to the radiative transfer equation, Monte Carlo radiative trans-

fer can have difficulties generating solutions for particular sub-sections of a problem. For

a system where the properties that affect radiative transfer (e.g. densities, temperatures,

ionisation states) vary over a short length scale, it can be challenging to get sufficient

sampling throughout the problem. Another major cause of under-sampling is shield-

ing ; regions with high scattering or absorption cross-sections can prevent photons from

passing through them to areas beyond. In addition to the issues this causes with fully

sampling a model, this can also cause practical issues with the computational require-

ments of a simulation. If a large fraction of the simulation time is spent processing

repeated scatters of a photon in one local region, then attaining higher sample size

and lower error in the other regions requires a disproportionately large increase in the

number of photons simulated.
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2.2 Python

This work involved expanding the pre-existing Monte Carlo radiative transfer modelling

code Python. Python was developed for use in modelling accretion disk winds in a

variety of astrophysical settings, including AGN and cataclysmic variables (Sim et al.,

2005; Higginbottom et al., 2013; Matthews et al., 2015). The code is designed to predict

the spectra that would be observed for a disk and wind model with a given set of

parameters (e.g. density and velocity as a function of position).

2.2.1 Radiative Transfer

Python simulates the movement of ‘photon packets’; each of which is a single particle

in simulation terms that represents a large number of identical photons. Each packet has

a ‘weight’ (units: erg|s−1), corresponding to the number of photons that bundle repre-

sents. Packets are produced in order to obtain a good sampling of the probability space

of the simulation; including photon source and starting location (disk/wind/corona),

wavelength, and starting direction.

The photon packets are free to move in three dimensions through a system with a central

source, disk and wind, over which is superimposed a two-dimensional axisymmetric ‘grid’

of cells describing the state of the plasma in the wind.

Python’s implementation of photon-matter interactions (i.e. line scattering, Compton

scattering, photo-ionisation followed by recombination, and collisional excitation) uses

a method similar to that outlined in Mazzali and Lucy (1993). The optical depth τ for

each cell is calculated from the interaction cross-sections and opacities of all the relevant

interactions (electron scattering σes from electrons of number density ne, line scattering

κbb, photo-ionisation κbf , and free-free absorption κff ) for each species i of density ρ

across an in-cell distance s as

τν(s) =

∫ s

0
σesne +

species∑
i

ρi(κi,bb(s) + κi,bf + κi,ff )ds.. (2.9)

As discussed in section 2.1, the optical depth is related to natural log of the probability

that the photon interacts along a given path. Making use of this, the code determines

the optical depth at which an interaction happens by drawing a uniform random number

P between 0 and 1, and selecting τP via

τP = − ln 1− P . (2.10)
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Figure 2.1: Plot of combined optical depth in a wind cell reproduced from Mazzali and
Lucy (1993), showing how total optical depth is built up from line depth and Compton

scattering depth.

If this is lower than the total optical depth in the cell, then the process corresponding to

this value of τ is applied at the physical distance through corresponding to the optical

depth, as illustrated in figure 2.1. The contribution from line reprocessing interactions

like bound-bound scattering is assumed to occur at a single depth into the cell where the

packet’s frequency is Doppler shifted into the resonance line via the relative movement

of the photon and wind. This conveniently serves to simplify the interaction with a given

line: instead of having to consider interactions occurring throughout a volume, they are

instead on a single surface that the photon path intersects, the basis of the ‘Sobolev

approximation’.

Once any reprocessing event has occurred and the photon packet has changed direction,

or if none has occurred and the packet has left the cell, its packet weight is reduced by an

amount appropriate to the attenuation via free-free heating and photo-ionisation within

the cell. The photon packet then proceeds to the next wind cell, where the photon

interaction properties (temperature, electron density, ionisation structure etc.) differ.

Python also implements an escape probability weighting in areas of high velocity gra-

dient. If a photon is emitted in or scatters off a given emission line in an area with a

high optical depth in that line, then it has a high probability of interacting with that

line again. Photons in these areas can undergo up to 103 interactions before they suc-

cessfully exit the region. Rybicki and Hummer (1978) show that in this situation, a

photon is much more likely to exit that region in the direction of the highest velocity

gradient. Along to the velocity gradient, the line will be Doppler shifted out of resonance

with the photon wavelength. This allows it to approximate a time-consuming process

of multiple-reprocessing as a single direction-biased event.

Radiative bound-bound transitions of most species are treated using a simple 2-level

atom approximation (as e.g. Mihalas (1982)), where photons excite an electron which
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Figure 2.2: Plot of the first 2 × 1017cm of the trajectories of the first 150 photons
in a Python simulation of an AGN accretion disk, with colour indicating total travel

distance.

immediately radiatively de-excites back down to the lower level, re-emitting a photon

at the same frequency. Whilst this is a reasonable assumption in some resonant cases,

many lines (e.g. the Balmer series) that are highly important observationally require

a more thorough treatment. For those species of high importance with relatively few

energy levels, Lucy (2002, 2003) describe a ‘macro-atom’ method for addressing the full

micro-physics of an excited electron’s transition between the energy levels of its atom.

Sim et al. (2005); Matthews et al. (2016) describe the application of this method to

Python and expand upon it. It is discussed further in section 2.2.3.

A collection of example trajectories are shown in figure 2.2.

2.2.2 Simulation Cycles

Python divides its radiative transfer and ionisation simulation into a series of iterative

cycles. At the start of each cycle, Python generates a fixed number of photons,

distributed between the various sources in the model (i.e. X-ray corona, accretion disk,

wind). The number of photons Ni generated for a source i of luminosity Li depends on

the total number of photons run per cycle Ntotal as equation 2.11:

Ni = Ntotal
Li

sources∑
j

Lj

(2.11)

Ntotal is typically in the range of 107 − 108. Once the photons have been allocated to

sources and their starting parameters generated, the cycle continues and their paths

through the wind are simulated as shown in figures 2.3 and 2.5.
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Figure 2.3: Diagram of the simulation flow. Processes in red are only performed
in the ionisation cycles (see section 2.2.2.1), processes in blue are only performed in
the spectral cycles (see section 2.2.2.2). Macro-atom processes are described in section

2.2.3 and shown in figure 2.5.

Each Python run is split into two different types of cycles; ionisation cycles and spectral

cycles. Broadly speaking, the purpose of ionisation cycles is to iteratively determine the

ionisation state of the wind, whilst the purpose of the spectral cycles is to iteratively

construct the final spectrum (or spectra) as seen by one or multiple observers. In the

following subsections, both types are documented.
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2.2.2.1 Ionisation cycles

Initially, Python calculates the ionisation state of the wind via an iterative series of

ionisation cycles. Before the first cycle, the wind is first initialised with a pre-set wind

temperature, and its ionisation state set to the local thermodynamic equilibrium. Then

during each cycle, a flight of photon packets is generated and transported through the

model. As the photon packets travel through each cell in the wind, the packet luminosi-

ties (‘weights’) are attenuated by free-free absorption and photo-ionisation processes.

The cross-sections for these processes are calculated from the densities, ionisation states

and temperatures of the wind cell. These are then used to update an ‘estimator’ for

the energy transfer to the cell and reduce the photon packet weight by an appropriate

amount, under the assumption that those photons that interact with the cell are rep-

resentative of the light falling upon it across a broad range of wavelengths. For any

given frequency band i between νi,min and νi,max in a given cell c of volume Vc, the mean

spectral intensity is calculated from the path of each photon j of wavelength λj in that

cell, sj and its photon weight Wj as

Ji =
1

4πVi

∑
νi,min<νj<νi,max

Wjsj . (2.12)

A photon may only spend some fraction of its total simulation path in a given frequency

range, can change frequency mid-cell via reprocessing, and may potentially exit and

re-enter a cell. Once a full flight of photons has been run, the code then generates a

model for the spectral energy distribution within each frequency band. This is done to

allow us to extrapolate the full spectral energy distribution incident upon a given cell

from only a small number of photon interactions in each band. Both power law and

exponential fits are used as

J(ν)i = Kplν
αpl (2.13)

and

J(ν)i = Kexpe
−hν/kTexp , (2.14)

where αpl and the constants Kpl and Kexp are adjusted to ensure the mean spectral

intensity within the band fits the total recorded spectral intensity for that band Ji.

These band-limited fits can then be integrated to produce ionisation rate estimators,

γi,i+1, for the ionisation of species in ionisation state i to state i+ 1 as

γi,i+1 =

bands∑
j

∫ νj,max

νj,min

J(ν)iσK(ν)

hν
dν. (2.15)
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The code then constructs an ionisation and recombination rate matrix using the number

densities for electrons ne, ionisation state i of species x nxi , total population of species

x nx and recombination probabilities αi,j for each ionisation state. For a simple wind

consisting only of H and He, an example rate matrix would be expressed as


1 1 0 0 0

γHI,HII
−neαHII,HI

0 0 0

0 0 1 1 1

0 0 γHeI,HeII
−neαHeII,HeI

− γHeII,HeIII
0

0 0 0 γHeII,HeIII
−neαHeIII,HeII




nHI

nHII

nHeI

nHeII

nHeIII

 =


nH

0

nHe

0

0

 .
(2.16)

The code then iteratively substitutes in values of ne and the various species populations

into it in order to arrive at a final ionisation state for the wind in that cell.

Once the temperature and ionisation state are set in each cell, the code then runs another

flight of photons through the model. The change in ionisation state and temperature in

each wind cell will result in both a change to the various interaction cross-sections, and

also a change to the emission in the wind, plus optionally changes in the disk surface

temperature and thus emission. This results in a different radiation field across the model

and, as a result, a change in heating and cooling rates. The code iterates for a fixed

number of cycles, hoping to attain at least a ≈ 95% convergence rate in the temperature

across the wind; which is to say, until ≈ 95% of cells do not substantially change in

temperature between iterations. This typically takes 20-30 cycles. Determining whether

or not the wind is sufficiently converged is an expert, not automated process. For

geometries like the biconical wind outlined in section 1.1.8.2, some cells in the wind

(particularly those on the outer edge of the wind base) can be heavily shielded from the

central source. When the rest of the wind is well-sampled, these cells receive few photons.

As a result, they have high Poisson noise, which means that the heating and cooling

rates calculated can swing wildly from one cycle to the next, preventing the cell from

converging. As these heavily-shielded cells are often heavily-shielded from the observer

as well, their contribution to the final spectrum is quite low, and it is less important if

they fail to converge. However, for simulations where observations from underneath the

wind cone are important, particularly at low angles, this can be an issue.

2.2.2.2 Spectral cycles

Once the ionisation cycles have concluded and the ionisation state of the wind has been

fixed, the spectral cycles begin. The aim of these is to generate observed spectra in a

limited frequency range for a set number of observer angles to the disk. Generating
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multiple spectra in a single run is important considering that many of the observed

types of AGN are believed to be the same class of object viewed at a range of angles

as discussed in section 1.1.8. By generating multiple spectra for a single model in a

single simulation run, Python can efficiently test how suitable a candidate model is for

a unified model.

In this stage, photon packets are generated for the central source and as appropriate

for the ionisation state and temperature of the wind. At each photon-matter interac-

tion, the code makes use of the ‘viewpoint’ technique developed by Woods (1991), and

referred to as the ‘extract to spectra’ step in figure 2.3. When a photon packet would

be reprocessed, the code determines the probability of it being scattered or re-emitted

in the direction of each observer specified and increases the amount of radiation seen

by that observer by the appropriate amount (attenuated by the thickness of wind ma-

terial between the reprocessing site and the observer). The photon’s path through the

wind then continues. This ensures that each photon contributes to the spectrum at

each observer position, minimising statistical error. This is particularly important for

observer sight-lines through heavily attenuating material like the disk wind (e.g. those

corresponding to BAL Quasars or low-angle Type 2s).

As with the ionisation calculations, the spectra are built up in a series of cycles. Even-

sized flights of photons are generated, run through the model, and used to update the

output spectra. This enables the code to easily ‘continue’ runs that were originally

started with an insufficient number of photons, by working with the saved ionisation

states and spectrum files. A typical spectrum may be generated from 20-40× as many

photons as go into each ionisation cycle.

2.2.3 Macro-atoms

For a subset of interactions with species of high importance to the final spectrum, e.g.

Hydrogen and Helium, the simple 2-level atom approximation for line interaction is not

sufficiently detailed. The Balmer and Lyman series are of particular importance in AGN

spectra, and much reverberation mapping is done on the Hβ line, in particular. In order

to improve the treatment of lines from certain atomic species, we adopt the macro-atom

formulation of Lucy (2002, 2003), which makes several fundamental assumptions of the

system:

• The flow of energy through a medium can be described in terms of indivisible

packets of either radiant or kinetic energy (r-packets or k-packets).

• A medium can be discretised into ‘macro-atoms’, each of which has energy lev-

els that directly correspond to the energy levels of the true atomic species they

represent.
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• A macro-atom can be ‘activated’ to an internal energy level by absorbing an energy

packet.

• An ‘activated’ macro-atom can change state without emitting or absorbing another

energy packet.

• An ‘activated’ macro-atom can de-activate by emitting an energy packet (either a

k-packet or r-packet).

• An emitted energy packet has the same energy as the original energy packet that

‘activated’ the macro-atom.

We can define the flow of energy into a level i of a true atom in terms of the excitation

and ionisation energy of that level εi (units: eV ), and the radiative transition rates into

that level from another j as Rij (units: m−3s−1). This gives us the rates of radiative

absorption to Ȧ and radiative mission from Ė as

ȦRli = Rliεli and ĖRil = Rilεil, (2.17)

where l is the sum for transitions involving all lower energy levels, and εil is εi − εl. We

can equivalently define the rates at which a level absorbs energy from ȦCi or loses energy

to ĖCi the thermal pool in terms of collisional excitation and de-excitation probabilities

Cij . This gives us the equation describing the total rate of energy change for a level i as

ȦRi + ȦCi − ĖRi − ĖCi = (Rli −Ril)(εi − εl) (2.18)

Moving from a single atom to an assembly of many, we can state that if the level

populations are in statistical equilibrium, then we can describe that the total transition

rates to all higher and lower levels u and l from a given level i must be

(Rli −Ril) + (Rui −Riu) = 0. (2.19)

If we multiply by εi and substitute in equation 2.18 to remove (Rli − Ril)εi, we get a

final equation that describes the energy flow into and out of a level i as

ĖRi + ĖCi +Riuεi +Rilεl = ȦRi + ȦCi +Ruiεi +Rliεl. (2.20)

This equation states that in statistical equilibrium, the energy flow into a given level

i (in terms of energy absorbed from incident radiation and taken from the ‘thermal

pool’ of the system by collision, and from internal transitions from other levels) must be
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matched by the energy flow out of the level (in terms of radiative losses, energy lost to

the thermal pool, and energy lost to transitions to other levels). It describes the bulk

behaviour of a volume element consisting of many atoms in terms of the micro-physical

processes of a single atom, as long as energy transfer occurs in discrete ‘packets’.

If we assume that the system is in radiative equilibrium, i.e. there is no net change in the

total energy of the system and all radiation that is absorbed is re-radiated, then we can

follow the transitions arising from a given activation indefinitely as energy flows back

and forth between the energy levels of one species, the thermal pool, and the energy

levels of others until it results in a radiative de-excitation. This process of activation,

internal transition and re-emission is shown in figure 2.4.

For most species, Python implements simple 2-level approximation where once excited

(by either an r- or k-packet, the atom either radiatively de-excites or collisionally de-

excites, generating a k-packet. For Hydrogen and Helium it uses multiple levels (in our

work, 10 and 20 respectively), and follows the full macro-atom formulation including

internal transitions (Sim et al., 2005; Matthews et al., 2015). During the radiative

transfer process, any reprocessing interaction is treated using the method outlined in

figure 2.5. One major deviation is the addition of a term for adiabatic cooling; k-packets

can be lost not just by eventual re-radiation, but also by adiabatic cooling as the wind

expands.

In the ionisation cycles, as photon packets pass through the wind, the code updates ‘es-

timators’ in each cell. These ‘estimators’ are Monte Carlo estimations of the true mean

rate-determining radiation field properties in each cell. They record the contribution a

photon packet would make to each process for each ionisation state and energy level of

macro-atoms within the cell. This includes continuum processes like Compton scattering

and radiative ionisation as in the non-macro-atom mode, but also estimates the contri-

bution of that photon packet to bound-bound interactions when the transition comes

into resonance, even when the photon does not scatter. This allows for a large number

of photon packets to contribute to the estimators for a given line. Given estimators of

the rates of each process for each species, we can arrive at the ionisation fractions and

level populations by solving a matrix similar to that in equation 2.16.

The full macro-atom method provides much more accurate estimations of level popula-

tions than the simple dilute Boltzmann distributions assumed for our two-level atoms.

As reverberation mapping makes heavy use of the Hβ line, which is emitted by an in-

ternal transition between atomic levels, accurately capturing the populations of these

levels is key to accurately simulating the emission process.
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Figure 2.4: Plot of combined optical depth in a wind cell reproduced from Lucy
(2002), showing a representation of a macro-atom interacting with an incoming packet

of energy ε0.

2.2.4 Variance reduction

It can be challenging to obtain sufficient photon sampling in regions of a Python model

that are shielded by optically thick regions to get good estimates of the photon fluxes in

the cells there. As Monte Carlo estimators have a Poisson error proportional to
√
n/n,

for low photon counts the estimators for a given property of the radiation field can be

incredibly noisy. This results in dramatic changes in ionisation state between iterations,

making it hard to converge on a stable wind state as discussed in 2.2.2.1. Improving

the sampling of optically-thick sections of the wind by simply increasing the photon

count is highly inefficient and results in large numbers of photons being ‘wasted’ on

already well-sampled regions of the wind. We briefly explored implementing ‘variance

reduction’ by packet splitting/Russian rouletting (Hendricks and Booth, 1985; Harries,

2015). In this modified version of MCRT, photons are ‘split’ when they enter certain

regions into multiple copies each with lower ‘weight’ when calculating properties (e.g.

energy transferred to the region through collisions, presence in a spectrum), allowing

one or two photons that penetrate a shielding region to be multiplied up to fully sample

the space behind it. An example illustration of a photon in Python splitting is shown

in Figure 2.6.

This is typically handled by generating an ‘importance map’ of the problem. Photons

entering an important region from one that is not important are split, so they can more

fully sample the region. A single inbound photon moving from a region of importance

Iprev into a region of importance Icurr is split into N copies, where N = Icurr/Iprev. Each

copy of the photon has a weight equal to N−1 that of the original photon. Photons

from important regions entering less important ones are instead Russian rouletted. A

probability p is drawn from a uniform distribution 0− 1. If p < N the photon survives,

and has its weight increased by a factor of N−1. Otherwise, the photon is ‘killed’, its

weight reduced to 0 and it is no longer followed. Over for a large number of photons, this

process conserves the total photon weight but reduces the number of photons modelled.
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Figure 2.5: Diagram of the simulation flow for macro-atom processes. Processes in
red are only performed in the ionisation cycles (see section 2.2.2.1), processes in blue

are only performed in the spectral cycles (see section 2.2.2.2).
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Figure 2.6: Example branching photon paths implemented in Python

.

The splitting/rouletting technique has flaws; splitting prematurely can massively in-

crease simulation run-times by oversampling already well-explored regions, and it is

possible to end up with spurious precision in regions where a few anomalous photons

have been split excessively and failed to spread out. Because of this, creating the im-

portance map is a non-trivial task and the required maps are likely to change with the

ionisation state of the wind. We explored implementing the automatic iterative tech-

nique developed for nuclear physics applications in Davis and Turner (2011), but had

difficulty defining a metric to automatically assign importance based on. The treatment

of optically-thick regions in Python is a topic of ongoing work (see section 6.1.4.
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Figure 2.7: Diagram of the Shlosman and Vitello (1993)-style biconical disk wind
model used in our work, originally defined in Matthews et al. (2016).

2.3 Model

Python implements multiple models of AGN, including one inspired by the model for

CVs in Shlosman and Vitello (1993) and the model from Knigge et al. (1995). For this

work, we have used the Shlosman and Vitello (1993) model, which is illustrated in figure

2.7, and consists of:

• A central SMBH with a given mass MBH , assumed to have zero spin.

• A spherical X-ray emitting corona surrounding it, with radius rX . For this work,

we take rX to be innermost stable circular orbit (rISCO or 3×Rs, the Schwarzchild

radius for a non-spinning black hole).

• A Keplerian accretion disk of inflowing matter, extending from a maximum radius

rdisc,max down to rX . This accretion disk is computationally modelled as a series

of annuli each of which emits as a Shakura-Sunyaev disk modified by the radiation

incident upon it. Unlike in other models (e.g. Horne et al. (1991); Murray and

Chiang (1996)), this disk is not approximated as infinitesimally thin.

• An outflowing biconical wind launched from the surface of the disk. This wind is

launched between an inner radius rmin and outer radius rmax, and has an minimum

launching angle θmin and maximum launching angle θmax. The density of the wind

depends on the mass outflow rate Ṁwind (units: M�yr
−1), as well as the terminal

velocity v∞ (units: cm s−1).
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Tables of parameters describing the values for each are included in the science chapters,

outlining the specific instances of the model used there. Previous works using Python,

including Matthews et al. (2016), have developed ‘standard’ Python models for a range

of systems, and our work is based upon these standard models.

We use the same geometry when simulating both QSOs and Seyferts. According to the

unified model of AGN discussed in section 1.1.8, QSOs and Seyferts are similar objects,

distinguished mostly by luminosity and mass of the SMBH. Bentz et al. (2009a) shows

that when the mass of the central object is increased by a factor of X, we would also

expect rISCO and the wind launch radius to scale up linearly. As a result, the QSO and

Seyfert models used in chapters 3, 4 and 5 are geometrically identical, separated only

by this scaling factor.

2.3.1 Smooth and clumpy winds

There are a few key differences between the BLR model used by Python and that of

many other codes (e.g. Leighly et al. (2018)). In the common Local Optimally-emitting

Cloud model (LOC), the BLR is composed of a large number of individual clouds,

typically with clouds of a range of densities existing at any given radius. Each cloud is

optically thick and absorbs all radiation that falls upon it. The number and size of the

clouds is low enough that each cloud (and the external observer) has a direct view to

the central source of ionising radiation. This means that every cloud is exposed to the

same spectral energy distribution, with the flux differing with radius. The result is that

an ionisation gradient exists within each cloud, and as a result virtually all ionisation

states exist at all radii. To determine these states, and thus the emission from each cloud,

1-dimensional models can then be run for each using an ionisation code like Cloudy

Ferland et al. (2013). The emission from each cloud can then be combined to synthesise

a full spectrum. Figure 2.8 illustrates the SED and ionisation structure at each position

within the wind.

Implementing macro-clumping within Python would be impractical, requiring an in-

credibly high resolution for our plasma grid in order to capture intra-clump ionisation

structure (on the order of 100 cells per cloud). This would impose prohibitive memory

requirements. For practical reasons, our work instead uses a smooth/micro-clumped

wind. In a smooth/micro-clumped wind, instead of being modelled as a large number

of individual clouds, the wind is a single continuous medium. It is composed of a large

number of tiny clouds, each of which is optically thin, but across large scales (i.e. the

size of a grid cell) attenuation and reprocessing by these clouds shape the luminosity

and SED of the local radiation field. This results in the ionisation structure becom-

ing stratified by radius across the wind, rather than within each individual clump, as

shown in figure 2.9. A micro-clumping model differs from a purely smooth model by

maintaining the benefits of a smooth model on a large scale, whilst allowing for local
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density enhancements to increase the rate of collision-dominated processes. The level

of clumping is set by a clumping factor f ; the proportion of the wind volume that is

actually occupied by the clumps. Clumping factors of 10−1 − 10−3 are typical and do

not violate the assumption that the clumps themselves are optically thin.

2.3.2 Relativistic Effects

As the BLR is close to the black hole, the effect of gravitational redshift must be con-

sidered. Gravitational redshift acts on photons emitted radius re from the black hole

with wavelength λe such that their wavelength measured by a distant observer λ∞ can

be expressed as

λ∞
λe

= (1− Rs
re

)−
1
2 . (2.21)

In our models, the disk wind is typically launched at a radius of around 150 × Rs. At

this radius, the ratio λ∞/λe is ≈ 1.0034. Meanwhile, the orbital velocity of the wind is

on the order of 104 km s−1. The equivalent ratio of Doppler shifted wavelength λDoppler

to rest line wavelength ratio λDoppler/λ0 is ≈ 1.033, an order of magnitude higher than

the effects of gravitational redshift. As such, the model neglects it. The ≈ .1c orbital

velocities that make gravitational redshift negligible might be expected to require a

full treatment of relativistic Doppler shift. At this orbital velocity however, relativistic

Doppler shift only results in a 5% departure from classical Doppler shift, making it an

important second-order effect, but still one that can be safely neglected for the purposes

of generating transfer functions at present.
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Figure 2.8: Diagram of the ionisation structure and spectral energy distribution in
the Locally Optimally-emitting Cloud model. Clump size has been exaggerated for
visibility; the actual model assumes the clumps are so small that shadowing effects are

negligible.

Figure 2.9: Diagram of the ionisation structure and spectral energy distributions in
the smooth/micro-clumped wind model.
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2.4 Software sustainability

The Python code used in this thesis has been under continuous development since 1997,

and contains almost 70,000 lines of c code. 29 classes define the simulation components,

and 648 functions initialise them using custom input files, and define the relationships

between them during simulation. The code is mostly written in pre-ANSI-standard c

format, and as a result is quite challenging for users coming from a modern c background,

or from languages more modern than c, to get used to. As the code has been continuously

improved, and applied to a broad range of system types and geometries for each system,

it has a huge number of options; 8 different wind types, and 10 separate ionisation

schemes, which are selected between using custom input text files. In order to make it

easier for new users to join the project, as well as to make the code easier to use for

existing users, we set about improving the standard of documentation. Two separate

documentation types were set up.

The first was an end-user focused set of documentation for the input file format, using

the Sphinx open-source Python documentation generator (Sphinx Team, 2018) (where

Python refers to the programming language, not the astrophysical simulation code

Python that is the subject of this thesis). The documentation was produced, where

possible, automatically – by analysing the source code using a Python script to find vari-

ables in need of documentation, and listing their types and, where valid, the options they

take (e.g. all 8 wind types). This process also acted as an inventory of the code’s capa-

bilities. Some of the options present in the codebase were no longer maintained, or had

been developed for testing purposes and were not suitable for standard use. Parameter

naming was also inconsistent and in some cases unintuitive. As part of the documenta-

tion effort, many parameters were renamed to follow a standard, consistent format, then

for each ‘class’ of parameter (e.g. the settings for a Shlosman and Vitello (1993)-style

wind) a documentation file was created and the options fully described in a way that

is as best as possible accessible to a non-developer. The finished documentation was

then hosted on the ReadTheDocs documentation hosting website (ReadTheDocs Team,

2018), for easy access.

Secondly, we developed a set of developer-focused documentation to make it easier to

contribute to the codebase. This was, again, written partly programmatically. The code

has existing comments, but they were inconsistently styled and not every function was

commented. A Python script was written to parse the existing comments and generate

new ones in a format readable by the Doxygen documentation tool (van Heesch, 2018).

Of great use are the function call graphs Doxygen is capable of producing that show how

data flows between functions, for example figure 2.10. Our developer documentation was

then hosted on the CodeDocs documentation hosting website (CodeDocs Team, 2018).
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Figure 2.10: Example call graph for function generated by Doxygen (van Heesch,
2018)
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Self-Consistent Reverberation

Mapping With Python:

Implementation, Testing,

Interpretation

3.1 Introduction

We attempted to develop a technique for forward modelling transfer functions that would

expand on those covered in section 1.2.4.

In summary, the assumptions made in previous models from section 1.2.4 are:

• For models including photo-ionisation e.g. Goad et al. (1993), the entire BLR

‘sees’ the same spectral energy distribution. The irradiance for a given wavelength

at a given point ~r in the BLR Iλ is affected only by geometric dilution, falling off

equally for all wavelengths as Iλ(r) ∝ Lλr−2. Absorption does not affect the SED;

there are no self-shielding effects (as shown in figures 2.8 and 2.9).

• For simple models e.g. (Welsh and Horne, 1991) the emissivity/responsivity of the

BLR is parameterised as a simple function. This is typically dependent on r−α

(where α is a constant), within a fixed range rmin−rmax. The local atomic physics

are not considered.

• The ionisation state and emissivity of a position ~r in the BLR is dependent solely

on the continuum luminosity L at a time τ = r/c ago. The contribution to heating

and ionisation from wind self-irradiation or photons that have undergone multiple

reprocessing interactions (e.g. Compton scattering followed by photo-ionisation

65
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elsewhere in the BLR) is neglected. The transfer function is also only dependent

upon photons travelling directly from the BLR to the observer without interacting

along the way.

• The BLR emits/responds isotropically for all processes. This is relaxed in Murray

and Chiang (1996), but the general assumption is that all emission in a given line

is isotropic and there is no dependence on the position or local kinematics within

the wind.

As Python is a full radiative transfer and ionisation code, it is possible to use it to

generate transfer & response functions without these assumptions:

• From the existence of BAL features (in the AGN models where the BELs and BALs

arise in the same region outlined in section 1.1.8) we would expect self-shielding to

have an impact on the SED the BLR sees. As a full radiative transfer code using a

smooth/micro-clumping wind model, Python allows for the SED and irradiance

experienced throughout the BLR to vary with position, taking into account the

physics of self-shielding.

• We would expect some photons to undergo multiple reprocessing interactions and

contribute to the wind state at a range of times (or rather, that the wind would

self-irradiate). This would particularly be expected for those travelling through

dense areas of the wind, or those emitted with wavelengths near that of a resonance

line with a high interaction cross-section (shown for Fe Kα in (Sim et al., 2010)).

As discussed in section 2.2.1, Python uses ‘photon bundles’ that can undergo

multiple reprocessing events. For example, a photon bundle can be emitted at one

wavelength, ionise a macro-atom (section 2.2.3), then the energy from the packet

can be re-emitted as a new photon bundle at a different wavelength by radiative

recombination and go on to be further reprocessed.

• Emission lines within the BLR are observed to be strongly stratified, with dif-

ferent lines occurring at different radii (Kaspi et al., 2007). As such, we would

expect the emissivity profile for a given line to be dependent on the atomic physics

throughout the wind. This would lead to a more complex emission region than a

simple single power-law profile between the hard physical boundaries of the wind

model. Python performs full ionisation calculations for the BLR. As a result, the

emissivity/responsivity can be determined in a self-consistent way from the atomic

physics.

• Photons in emitted in resonance with an atomic line in accelerating outflowing

material preferentially escape in a direction either with or against the velocity gra-

dient. Photons travelling normal to it remain in resonance with the line, and are

thus likely to be scattered off of it due to the high line opacity (Rybicki and Hum-

mer, 1978). This results in angle-dependent emissivity which would be expected to
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affect both the SED experienced up-wind, and the transfer function (from certain

viewing angles). This effect is likely to be somewhat suppressed in real winds by

the effects of turbulence in the wind, but still merits inclusion. Angle-dependent

emissivities are partially implemented in Murray and Chiang (1996), but Python

supports them fully.

This chapter outlines the changes made to the code in a step-by-step way. We move

from a simplified model to a full radiative transfer and ionisation model, illustrating the

effect that each change has on the transfer function shape. In addition, we consider the

behaviour not just of purely line photons, but also model the interactions of continuum

photons that fall into the frequency ranges of interest, as previous works have considered

exclusively line photons.
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3.2 Methods

Previous models have constructed transfer functions by breaking the geometry down

into a grid of elements. For each element, given a fixed delay and emissivity determined

solely by their geometry, it is possible to calculate the contribution from that element to

a given observer. As each element in the geometry has its own delay and velocity, this

produces a transfer function plot of the full velocity-delay space of the system, with the

level of precision solely down to how finely the geometry is discretised.

In order to produce a more accurate transfer function, we instead perform self-consistent

ionisation calculations to determine the emissivity at each location. We also allow for

paths from a given disk location to an observer be informed not just by that location’s

position relative to the continuum source, but also by the path photons from the contin-

uum take to that location, including multiple scatters. These paths are not constrained

to travel on a grid, although the wind ionisation state and temperature affecting their

travel is discretised on a grid. We then compare the total path travelled to the path

direct from the simulation origin, as the X-Ray corona and UV regions contributing

most strongly to the wind ionisation state and temperature are small in comparison to

the wind scale.

Using Python, we simulate the path of photons through the geometry of interest, in

sufficient numbers to ensure that they reach all points in the geometry. This approx-

imates the complete sampling of the simple model, producing a transfer function that

exhibits a more realistic broadening of delays in the reprocessing response of the AGN

environment. A smoothing would be expected from the contribution to line emission

from longer delays arising from multiple scatters, and from the shape of the ionisation

profile in the wind.

The precision of each velocity-delay response in the transfer function would be affected

both by the discretisation of the geometry in the ionisation cycles of Python, and by

the sampling of each region’s contribution to the transfer function for a given observer.

Sampling is better at regions near the central source. At large distances from the central

source, the quality of the transfer function falls off as fewer photons from the central

source reach those positions and emission is also substantially lower. The velocity-delay

space available to simulations with full radiative transfer is also substantially larger

than that of simple models. Photons at any frequency can have almost any delay if

they undergo multiple scatters before finally escaping to the observer. However, whilst

photons that have undergone multiple scatters are more poorly sampled, they also make

a commensurately smaller contribution to the final transfer function.
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3.2.1 Simple delays

The delay for a given photon packet is calculated purely as a function of the path

travelled, under the assumption that the time spent in interactions like scattering is

negligible compared to the travel time. For BLR emission zones on the order of 10s of

light days across, this is a reasonable approximation. For those photons that contribute

to a spectrum at a given angle of observation, a record is made of their paths and

scattering details, including number of scatters and last atomic line interaction. This

includes contributions via photon ‘peeling off’, implemented as Woods (1991) (similarly

to Yusef-Zadeh et al. (1984)). In this method, after each interaction the proportion of

a photon bundle that would be expected to scatter in the direction of an observer is

calculated, and attenuation along the path to the observer is applied. The calculated

flux is then recorded by the observer. Each photon bundle has a ‘weight’, essentially the

total number of individual photons it represents. The photon bundle’s weight is reduced

in proportion to the ’peeled off’ flux, and the simulation is then continued.

Not all photons generated in the system begin with 0 delay relative to photons from

the central source. As a simple approximation, all photons are started with a delay

equivalent to their distance from the origin of the simulation. We assume that emission

from any accretion disk or wind in the model is correlated with the flux from the central

source. For accretion disks, equation 5 from King (1997) suggests that for systems with

central luminosity L∗ and accretion disks of luminosity Lacc and albedo β, radiation

dominates the surface temperature at all radii if equation 3.1 is satisfied:

L∗ > 2.5Lacc(1− β) (3.1)

BLR disk albedos are calculated in Korista and Ferland (1998). These can vary sub-

stantially with wavelength, increasing from ≈ 0 to ≈ 1 for photons in resonance with

Doppler-shifted atomic lines at a given location. For our realistic disk models featured

in 3.3.2 we expect L∗ on the order of Lacc. As such, we assume the temperature of

the disk near the central source where disk emission is highest will be dominated by

the continuum radiation rather than viscous heating. For the much less dense wind,

the temperature will be radiation-dominated over a larger distance. It is important to

establish this correlation as the inner disk in biconical disk-wind models generates a

substantial amount of UV radiation. This flux both contributes to disk ionisation and

is reprocessed into the reverberation mapped lines. If the emission in these inner disk

regions was not correlated with the central source flux, we would see a much weaker

transfer function response.

We assume that dominant flux component contributing to the ionisation state and ther-

mal pool of energy of the BLR is unscattered, arriving directly from the central source.

This is a reasonable assumption, at least for our biconical wind geometries. Multiple-

scatter at large scales within the disk is unlikely, and emission up to wavelengths of
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≈ 6500Åis dominated by those regions of the disk closer than the wind launch radius.

As such, the flux setting the ionisation state and temperature of the wind is unlikely to

have been multiple-scattered. As emission is strongly dependent on the ion populations

and wind temperature, we then assume photons emitted at time temit at location r are

correlated with the central source luminosity at time T = temit − (r/c). For this to

work, we must also assume that the time for the environment to equilibriate to the new

radiation field is negligible in comparison to the travel time of the photons (see Peterson

and Horne (2004)). It is on the order of 102 seconds for expected wind densities, whilst

BLR scales are on the order of 10s of light days in diameter.

3.2.2 Emissivity profile effects

The simple method outlined in section 3.2.1 describes the effects of multiple-scattering

and simple radiative transfer effects on the delays of photons generated by the central

source. However, by assuming that photons from the disk and wind start with a delay

equal to remission/c it treats the wind ionisation state as being wholly dependant on

unscattered photons. In order to test whether this is a realistic assumption it is nec-

essary to link the starting delays of recombination line emission from the wind to the

distribution of paths of photons that set its ionisation state.

These effects are implemented in the wind ionisation cycles. During the last ionisation

cycle, when the wind state has converged, each wind cell can be set to record the weight

and path length of all photon bundles passing through it. The photon weights are used

to build up a histogram of path lengths within the cell. During the spectral cycles,

this histogram is used to generate a probability distribution function for the starting

path lengths of photons generated within this cell by wind emission processes (including

continuum and line). A path bin is selected proportional to the weight of photons

incident within that bin, and a random uniform selection is made of a path within that

bin. This is referred to as the ‘wind path’ method.

3.2.3 Atomic level-based delays

Further modification to the wind path method is necessary to account for the frequency

dependence of emission components. Resonant scatter and recombination line emission is

highly dependent on the frequency of incoming photons. As a result, recombination lines

are expected to be more dependent on photons that have already been reprocessed into a

line (leading to multiple resonant scatter) or Doppler shifted into the correct frequency.

In addition, recombination line emission is going to be more dependent on photons with

energies high enough to directly ionise the atom. There will also be some dependence

on lower-energy photons though heating and collisional ionisation. As accretion disks

emit as black bodies, higher energy photons will tend to be emitted near to the central



www.manaraa.com

Chapter 3 Self-Consistent Reverberation Mapping 71

source. Lower-energy lines will therefore depend on photons emitted across a broader

region.

A more detailed treatment is possible when using macro-atom models of emission (as

discussed in section 2.2.3). It is possible to specify in the program input files a range of

line transitions to track. Whenever an incoming photon bundle activates a macro-atom

and the end result is emission in a tracked line, the path length of the photon is recorded

in the cell in which the interaction took place. A flowchart of the full process is shown

in figure 3.1. During the spectral cycles, when photon bundles are emitted in that line

their starting path is drawn from the path histogram recorded in the cell of emission.

In some cases, no histogram exists in a given cell due to under-sampling. This arises

as some cells are impractical to fully sample, perhaps due to self-shielding effects. In

this situation, the starting path defaults to using the wind path method. This process

is illustrated in the flowchart in figure 3.2.

The escaping photon packets are output to file, including their positions, packet weights

and frequencies. Details of their last scattering interaction before they reached the

observer (last resonant interaction, and numbers and types of scatters) are also recorded.

They are then binned by frequency and path delay, to produce a 2-d velocity-resolved

transfer function as per Welsh and Horne (1991). It is possible to select photons by their

last line interaction- this allows for an actual velocity-resolved transfer function to be

plotted.
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Figure 3.1: Photon processing flowchart for ionisation cycles. Processes in red occur
when the macro-atom line and wind path methods are used, processes in blue occur

for only for macro-atom line tracking.
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Figure 3.2: Photon processing flowchart for ionisation cycles. Processes in red occur
when both macro-atom line and wind path methods are used, processes in blue occur

only for macro-atom line tracking.
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3.3 Simulations

We performed a range of simulations to compare transfer functions generated by the

modified Python code to prior work, and to generate realistic velocity-resolved transfer

functions. We focused on rotating and outflowing models; whilst the case has been made

for inflow in the BLR (Gaskell and Goosmann, 2016) we aimed to provide validation for

other models within the group (Matthews et al., 2016) based on models of outflowing

disk winds (observationally supported for AGN by Weymann et al. (1991); Turner and

Miller (2009)).

3.3.1 Purely reprocessing models

3.3.1.1 Singly-scattering Keplerian disk

To validate the path tracking features, comparisons were made to transfer functions

generated in prior work featuring no radiative transfer effects. Initial comparisons were

made for an irradiated purely reprocessing accretion disk, as modelled in Welsh and

Horne (1991) (hereafter WH91). The ionisation features of the code were disabled, and

the disk modelled with a single-element, fixed-ionisation composition, with the detailed

scattering treatment replaced with a single isotropic scatter on collision with the disk.

Notable differences still exist between the models despite the simplifications. By moving

away from a point source, we see substantial differences in the scattered intensities due

to geometric effects. In general, our simulations agree well with those of WH91. In

particular, the two elliptical features corresponding to the inner and outer disk edges

can be seen. The ‘notch’ feature present at the long delay/low Doppler shift tip of the

transfer function corresponds to the delay added by the finite size of the source in our

simulations.

3.3.1.2 Spherical outflow with detailed radiative transfer

Radiative transfer features were enabled for further validation, with emission disabled

but transfer effects such as multiple scattering and Sobolev escape probabilities enabled.

Transfer functions were generated for a spherical homologous outflow as WH91 (figure

3.4), using the same simplified composition and ionisation as described in section 3.3.1.1.

The transfer function for photons last scattered in one of the C iv doublet matches the

expected form well. A clear minimum delay at large wavelengths and maximum delay for

short wavelengths is visible, arising from the outflow away from/towards the observer. As

the fastest points in the outflow are at the furthest radii, the most redshifted photons

must have scattered off of the wind edge opposite the observer (with a total path of

3rdisk, with the most blueshifted scattering on the direct line of sight. As a result of the
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Figure 3.3: Velocity-resolved transfer function for rotating disk as Welsh and Horne
(1991) viewed at 30◦. Includes all photons that have resonantly scattered a single time
off the C iv line, with the luminosity contribution from each photon re-weighted using
its last scattering location to match the luminosity contribution per disk annulus to the

r−3/2 profile from the paper.

geometry, no points exist with high redshift at short delay, nor high blueshift at large

delay.

3.3.1.3 Spherical outflow with self-consistent ionisation

Having demonstrated basic radiative transfer effects for fixed ionisation states, Python’s

ionisation routines were used to set the wind conditions, for a quasar-like wind compo-

sition. Figure 3.5 illustrates the effects of the resulting inhomogeneous ionisation struc-

ture and detailed radiative transfer on the transfer function. The clearest effect is the

greatly narrowed line. Whilst the simple model assumes a flat C iv concentration, with

ionisation the C iv concentration drops off rapidly, as a result of increasing electron

temperatures in the wind and lower density resulting in reduced recombination rates.

Combined with the lower scattering at large radii as density falls, this means that we

only see substantial C iv resonant scatter at the inner edge of the wind. This constrains

the velocity range of the transfer function, as well as the delay range. With no photons

scattering at either outer edge of the wind, we do not see the large-scale triangular shape

described in section 3.3.1.2. The response is instead constrained to a narrow range of

frequencies just around the line centre, with a minimal Doppler shift from the starting
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Figure 3.4: Velocity-resolved transfer function for Hubble-type spherical outflow as
Welsh and Horne (1991). Includes all photons that have resonantly scattered a single

time off the C iv line.

velocity of the Hubble outflow. The beginnings of the red and blue ‘wings’ can be seen,

but only briefly; the intensity drops off from the inner-edge scattering ’plateau’ much

faster than compared to the simple model in figure 3.4.

Radiative transfer adds distinct new features into the wind. The ’stripe’ feature at

a slight delay from the main, singly-scattered response arises from the C iv doublet.

Photons scattering off of the λ = 1548Å line come into resonance with the λ = 1551Å line

as it is Doppler shifted to shorter wavelengths as the wind accelerates. These doubly-

scattered photons have longer delays, offset by the time taken to travel between resonance

regions, giving rise to the ‘stripe’.

Multiple-scattering effects are highly dependent on the optical depth of the wind. In-

creasing the density by an order of magnitude resulted in changes to the transfer function

as figure 3.6. For the same geometry and central source the profile is smoothed out and

extended to longer delays. There is also a broadening of the line. Whilst in the thin

outflow C iv density peaks at the innermost edge of the wind, in the denser wind C iv

concentration peaks at a longer radius from the central source because shielding by the

inner wind alters the intensity and SED it experiences. This results in the C iv response

being spread across a more broad region of the wind, and thus giving rise to a longer

set of delays. The ionisation profiles differ from the simple Eline(r) ∝ r−2 emissivity

profile assumed for a sphere in WH91; as would be expected, each species has a different
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Figure 3.5: Velocity-resolved transfer function for Hubble-type spherical outflow as
Welsh and Horne (1991). Includes photons that have scattered any number of times,

whose last interaction was resonant scatter off the C iv line.
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ionisation profile. We still see a faint signature of multiple-scatter as figure 3.5 at around

15 days delay for the line centre.

3.3.2 Rotating biconical wind models

Having demonstrated that the modifications to the code were correct, and illustrated

possible deviation from prior work arising from radiative transfer and ionisation effects,

we proceeded to generate a transfer function for the more complex and realistic model

outlined in Matthews et al. (2016) and discussed in section 2.3. This model features an

accretion disk and central corona with an equatorial rotating biconical disk wind. The

system includes a black hole of radius rISCO = 8.86 × 1012m, with an accretion disk

extending from 1− 110 rISCO. The biconical wind launches from 50− 100 rISCO, with

opening angles of θwind = 70− 82◦ to the normal of the accretion disk plane. We build

up the delays compared to the photon travel time from the simulation centre, assuming

that the ionisation state and temperature of the wind is dependent on the X-Ray corona

and UV emitted in the disk at small radii. As a result, the departures from point source

behaviour are fairly minimal. This does, however, stand in contrast to observational

studies. Most reverberation mapping studies compare to the wavelength at 5100Å as

a proxy for the ionising continuum (Wandel et al. (1999), Kaspi et al. (2000)). In our

model, the region contributing to the flux at 5100Å actually extends out to ≈ 20 rISCO.

This would be expected to lead to a ’smearing’ of the transfer function at short timescales

in comparison to our models.

The transfer function for this model is presented at two delay timescales in figure 3.7

to illustrate the range of behaviours, for Hα photons. Hα is chosen instead of the C iv

line used in previous models as there is a strong Hα response across large regions of the

wind. This allows for the contribution of the entire wind model to the transfer function

to be sampled well with minimal computational resources.

As shown in the upper panel of figure 3.7, for short delays the transfer function resembles

that of a Keplerian disk as figure 3.3. A clear, highly Doppler shifted inner edge to the

disk tapering to longer delays with less symmetric rotational Doppler shift. At longer

delays as seen in the lower panel, the structure diverges. The response in the blue wing

is spread across a broader range of frequencies at a lower intensity, compared to the

more clearly-defined, more intense red wing. This arises from the 40◦ viewing angle

falling closer to the side of the wind cone flowing towards the observer. As a result,

emission from within this side of the wind has a greater thickness of material to travel

through than emission from the far edge of the wind. In addition, the far edge sees a

weaker Doppler shift. Scattering off the plane normal to the observer sees no Doppler

shift. The angle of the nearer, blue-shifted edge of the outflow to this plane is ≈ 65◦,

whilst for the further, red-shifted side of the outflow the angle to this plane is ≈ 25◦.

The projected velocities with respect to the observer, and thus the Doppler shifts, vary
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accordingly. The outflow also features an ‘oval’ central structure at long delays. This

resembles the oval signatures of the disk edges visible in figure 3.3. There is a rough

resemblance to the shape of the spherical outflows, but these disk signatures dominate,

suggesting that this feature of the transfer function is likely to correspond to multiple

scatter within the disk-velocity dominated region. The low intensity of C iv emission at

large radii makes the transfer function noisy and difficult to plot. Switching from Hα

to C iv in figure 3.8, we see notably different behaviour. Whilst Hα is prevalent in the

dense, heavily-shielded base of the wind C iv occurs mostly at large distances where the

thin wind allows for greater ionisation by the central source. The C iv line response

is notably narrower as a consequence, showing less rotational Doppler broadening, and

has a stronger response at long delays. The oval inner-disk features seen at long delays

in figure 3.7 are lost, and a stronger resemblance to the form of the transfer function for

spherical outflow as figure 3.4 can be seen. The differing path-wavelength behaviours on

the red and blue sides, and lack of low-path, long-wavelength photons for the extended

region closely resemble the form of the spherical outflow. The large scale of the wind

region, extending to ≈ 1000 rISCO, makes observing the triangular overall shape of the

spherical model difficult.

These similarities suggest that for transfer functions generated by observation, it should

be possible to derive information on the geometry by breaking them down into compo-

nent behaviours. Generating a transfer function for all wind and scattered photons in

the wavelength range near the line as figure 3.9 indicates that for sufficiently sensitive

observations this may be practical. The smooth continuum time response does not com-

pletely overwhelm the disk signatures. Whilst when plotting the Hα line at long delays

outflow signatures cannot be seen beneath the continuum flux, however the C iv line is

visible as shown in figure 3.10.

3.3.2.1 Line emission profiles

Simple treatments of winds have modelled the response of the disk with a simple rα

intensity profile. For more complex geometries like the rotating biconical wind, where

self-shielding may have a strong effect on the ionisation profile and radiation field ex-

perienced across the wind, this is unlikely to be accurate. Figure 3.11 plots rα for

α = −3
2 & 2 against simulated line emission in the wind. At long distances from the

central source a biconical wind’s response profile quite closely resembles the α = −3
2

model used for Keplerian disks, albeit with substantial spread at each distance arising

from absorption by the inner edge of the wind. Close to the central source the simulated

line emission profile departs dramatically, plateauing and broadening as the dense wind

base strongly shields the outer edge of the wind. We see a two-orders-of-magnitude

difference in the intensities at the same radius. Given the strong shielding effects, this

would have a dramatic effect on transfer functions generated at sight-lines looking into
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Figure 3.7: Velocity-resolved transfer function for Hα in biconical disk wind model
from Matthews et al. (2016) viewed at 40◦. Includes all photons whose last interaction
was resonant scatter off the Hα line in the wind, and all photons emitted in the Hα

line by the wind.
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Figure 3.8: Velocity-resolved transfer function for C iv in biconical disk wind model
from Matthews et al. (2016) viewed at 40◦. Includes all whose last interaction was
resonant scatter off the C iv line in the wind, and all photons emitted in the C iv line

by the wind.

the base of the wind. The transfer function would be dominated by the outflow signa-

tures seen in the lower panel of figure 3.7, with minimal contributions from rotation,

and could reduce the intensity of the Keplerian rotation signatures to below continuum

scatter levels (as figure 3.9).

3.3.2.2 Cell path distributions

Figure 3.12 illustrates the distribution of photon paths contributing to heating across

a cross-section of the wind close to the central source. For cells on the innermost

edge of the wind, with an un-obscured path to the central source, the majority of the

photons reaching them have paths within the range associated with direct travel from

the central source, or for photons travelling directly from nearby regions of the disk.

The contribution from multiple-scatter within the wind or from distant disk regions is

on or below the 10% level. For cells within the wind, however, the delay distribution

profile changes substantially. Photons are more likely to arrive at paths longer than

the direct path, making these cells dependent mostly on multiply-scattered photons or

distant disk photons. In addition to the longer, broader peak path a substantial long tail

of paths is recorded. For the mid- and outer-wind locations, a clear point of inflection

can be seen where the distribution transitions from being dominated by a sharp, short
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Figure 3.9: Velocity-resolved transfer function for Hα in biconical disk wind model
from Matthews et al. (2016) viewed at 40◦. Includes all photons scattered by resonant

or continuum scatter in the wind, and all photons emitted by the wind.
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Figure 3.10: Velocity-resolved transfer function for C iv in biconical disk wind model
from Matthews et al. (2016) viewed at 40◦. Includes all photons scattered by resonant

or continuum scatter in the wind, and all photons emitted by the wind
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Figure 3.11: Total emission in all emission lines for each cell in wind model, against
rα models for emission. Each wind cells has a vertical position, not shown on this plot.

distance peak to being dominated by a smooth, gradual fall-off. Tests showed these plots

were strongly affected by the assumptions made in section 3.2.1 about disk behaviour.

Whilst we assume that emission from the disk surface is effectively correlated with the

emission from the central source at t = tcurr − c
r , if this assumption is removed and

disk photons are generated without a starting delay proportional to the central source

these delay distributions alter substantially (figure 3.13). For cells on the inner edge of

the wind, photons directly from the central source still dominate, and the peak of the

delay distribution shifts to a shorter path, as photons from nearby on the disk do not

arrive with the same path distance as direct photons. For cells in the mid- and outer-

wind, however, the removal of disk photons from the distribution results in the removal

of the approximately-Gaussian distribution of paths at short distances they add. The

delay distribution is then dominated by photons multiply-scattered within the wind.

This shift suggests that disk photons have a lower chance of multiple-scattering within

the wind. There is no clear ‘third distribution’ corresponding to photons emitted within

the wind, suggesting that they share the behaviour of central source photons. This

implies disk photons are less likely to multiple-scatter than coronal or wind photons,

most likely due to having lower energies than coronal photons and not being emitted at

frequencies in-resonance with resonant lines in the wind. The end result is for regions

deeper into the wind, the bulk of the photons from the central source are multiple-

scattered, and peaks of the delay distributions are shifted to ≈ 10% longer delays. When

plotting the transfer functions with uncorrelated disk photons, this comparatively small

change does not notably alter the shape of the function. This does, however, imply that

attempts to use reverberation delays to determine detailed geometry information (like
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the specific location of a given emission line region) will change depending on the central

source luminosity. For coronal luminosities failing to satisfy equation 3.1, reverberation

mapping campaigns would be expected to produce longer distance estimates for a given

line, and thus higher black hole masses. This is unlikely to be one of the larger sources

of error on these estimates though.

We expected reverberation from lower energy lines to be more dependent on high delay

photons. As the disk emits as a black-body and the temperature falls off with radius,

high energy photons will tend to be produced closer in to the centre, whilst lower energy

photons will be produced across a broader range of the disk. Checking this relationship

in our models is challenging due to the low photon numbers in the Hβ and Hγ lines,

but the behaviours are compared in figure 3.14. We see a small, but noticeable effect.

The peak path for photons contributing to heating in the cell lies within the range

of direct photon travel (with a substantial long path tail). Photons that activate the

Balmer series, however, tend to have slightly longer paths, and the distribution of paths

is substantially different. Heating photons see a rapid drop-off at longer paths, whilst

Balmer series photons show a sustained dependence on longer paths. Equally, as figures

3.12 and 3.13 show, disk photons tend to contribute a roughly Gaussian peak to a path

distribution at a path slightly larger than the direct path to the cell. This implies that

Balmer series photons are mostly dependent upon multiple-scatter. As Balmer photons

are emitted in-resonance with the local line, we would expect a high scattering cross-

section for these photons. This implies that we would definitely expect a longer delay

for the Hα lines used in reverberation mapping studies than those actually used.

These trends are illustrated for cells in the middle of the wind both closer to and further

from the central source in figure 3.15. Cells near the central source still show a clear disk

response peak in the delay distribution, arguably even showing a small peak in the Hα

distribution. The path distributions both show the same falloff profile too, suggesting

Hα emission near the central source is affected much more strongly by un-scattered

central source and disk photons. However, Hα emission was of comparable luminosity

in each cell, and path-integrated luminosities appear greater at large distances from the

central source. This suggests that even though the innermost cells are dominated by

the disk/central continuum, the line is still likely to be dominated by multiple-scattered

photons.

3.3.3 Comparison to AGN Key Project

We modified our post-processing software to allow us to compare our results with those

of the AGN Key Project’s robotic reverberation mapping (Valenti et al. (2015), hereafter

Valenti et al.). In Valenti et al., they outline an observation that closely resembles the

velocity transfer function for a spherical inflow. Whilst our models do not reproduce

this, our post-processing code produces point-wise transfer functions like figure 3.16.
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Figure 3.12: Path distributions for all photons undergoing continuum absorption (and
thus contributing to cell heating) in the biconical disk-wind model, from cells on the
inner to outer edge of the wind, assuming disk emission is correlated with the central

source. Purple regions describe range of direct paths to the cells.

 0

 2x104�

 4x104�

 6x104�

 8x104�

 1x1044

 6x1016  8x1016  1x101�  1.2x101�  1.4x101�

F
lu

x
 (

e
rg

s
 s

-�

 c
m

2
)

Path (cm)

Inner wind
Mid-wind

Outer wind

Figure 3.13: Path distributions for all photons undergoing continuum absorption
(and thus contributing to cell heating) in the biconical disk-wind model, from cells on
the inner to outer edge of the wind, assuming disk emission is not correlated with the

central source. Purple regions describe range of direct paths to the cells.
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Figure 3.14: Path distributions for photons interacting via multiple processes in one
cell of the biconical disk-wind model. Chosen cell is the ‘inner wind’ cell from figure
3.12. ‘Heating’ photons are as figure 3.12, H(α/β/γ) refers to the paths of all photons
that activate a macro-atom within this cell causing it to de-excite via a H(α/β/γ)

process. Purple regions describe range of direct paths to the cell.
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of direct paths to the cells.



www.manaraa.com

Chapter 3 Self-Consistent Reverberation Mapping 87

D
e
la

y
 (

d
a
y
s
)

0

45

90

135

180

Wavelength (10
-10

cm)

6250 6400 6550 6700 6850

Figure 3.16: Centroids of transfer function for biconical disk wind model from section
3.3.2, viewed at 40◦. Includes all photons whose last interaction was resonant scatter
off the Hα line in the wind, and all photons emitted in the Hα line by the wind. X
error bars indicate bin widths, Y error bars indicate 1σ range as described in Valenti

et al. (2015).

The plot for an outflowing sphere displays the same relationship to the full transfer

function for an outflowing sphere as Valenti et al.’s displays to that of the inflowing

sphere from Welsh and Horne (1991). When continuum scattered photons are included,

we see a much less clear translation of the transfer function structures to these plots than

is shown in Valenti et al. (2015). This raises the possibility that as multiple scattering

processes tends to give rise to a very broad range of paths at long delays (as shown in

figure 3.15) that multiply-scattered photons may have such low correlation with central

source fluctuations that they behave like background noise and are excluded from the

cross-correlation analysis used to generate observational transfer functions. As a result,

our generated transfer functions like figure 3.8 may under-estimate the clarity with which

we can observe.



www.manaraa.com

88 Chapter 3 Self-Consistent Reverberation Mapping

3.4 Discussion

We have demonstrated that radiative transfer effects have a substantial impact on ob-

served transfer functions. Whilst generally matching the shape of simple models, the

inclusion of multiple scattering effects adds clearly identifiable features to our transfer

functions. In the spherical outflow model in figure 3.5, scattering of line photons into

resonance with nearby lines produces a ‘stripe’ feature. In addition, multiple scatter re-

sults in substantial extensions of transfer functions. This can be seen in the differences

between figures 3.4 and 3.6, where scattering from a shell of C iv at 5-10 light-days from

the central source results in a transfer function extending up to and beyond 60 days of

delay. These delays extend far beyond those seen in the simple sphere model where scat-

tering occurs out to a radius of 50 light-days. For more complex geometries, figure 3.12

illustrates that the degree of extension is likely to change for differing positions within

the wind, as well as showing that multiple scattering can substantially change the peak

response. This is particularly the case for lines of interest in reverberation mapping

(figure 3.14). This suggests that for lines generated in optically thick regions of the

BLR, attempts to use them to measure black hole mass may over-estimate the average

orbital radius of the material scattering or reprocessing into the line simply due to the

multiple scattering effect. This would result in a slight but consistent over-estimation

of black hole masses via this method.

Implementing self-consistent ionisation for a wind model also substantially changes its

transfer function (dramatically visible in figures 3.4 and 3.5). As ionisation states be-

come much more localised within the wind, emission from the corresponding lines is

also localised. As a result, a single line cannot be used to probe the geometry of the

whole wind. This effect can be seen in figures 3.7 and 3.9 as compared to figure 3.8.

The mutually exclusive range of wind positions where C iv and Hα dominate result in

substantial differences in the features visible at long delay times. This suggests that for

AGN reverberation mapping campaigns a range of lines should be chosen to ensure the

full velocity-delay space available to the system can be well-sampled. Modelling cam-

paigns can have a role before surveys by identifying those lines most likely to provide

good coverage.

Whilst radiative transfer and ionisation work to complicate and obscure transfer func-

tions in unrealistic trial geometries, we see from figures 3.7 and 3.8 that these effects do

not necessarily overwhelm the signatures of the underlying geometry. We can clearly dis-

tinguish the component signatures of rotation and outflow in a rotating biconical wind.

The actual form of the outflow signature in the transfer function differs from spherical,

and is dependent on the acceleration in the wind, but can still be seen quite clearly.

However, given the orders-of-magnitude difference in response at long timescales deter-

mining the large-scale velocity profiles of winds via reverberation mapping is probably

impractical. We expect our single line models to produce unrealistically well-defined
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transfer functions, as they neglect scattering from continuum processes (or Doppler-

shifted adjacent lines) into the frequency range of interest. The transfer function would

be expected to include these processes as continuum scattering of flux from the central

source would still correlate with fluctuations in the central source intensity. However,

the fact that continuum scattering into a given wavelength can occur at any position

and velocity has the potential to obscure the line scattering features in the transfer

function. Figure 3.9 makes it clear that for our realistic test geometry, line emission

is strong enough to produce distinguishable features at short delays when these effects

are considered. In addition, whilst the transfer function response drops off by orders

of magnitude with increasing delays, by selecting appropriate lines as figure 3.10 we

can still observe these features against the continuum scatter background. Comparison

with the existing results from the AGN key project suggests that if anything our full

scattering models may underestimate the clarity of the observational transfer functions.

3.5 Conclusions

We have advanced simple reverberation mapping simulations with the addition of radia-

tive transfer effects and ionisation modelling. We show the resulting differences in the

predicted transfer functions, which are substantial. In particular, multiple-scattering

produces both smearing of the delay at long timescales and distinct signatures for inner

edges. Taking into account self-consistent ionisation processes can also dramatically al-

ter the transfer function for a given geometry by constraining scatter to only a subset of

it. Despite these effects, it is still possible to produce transfer functions for resonant line

scatter from a realistic rotating biconical winds that can be interpreted in terms of its

component parts, even when continuum photons are taken into account. Once detailed

observational transfer functions are available, forward modelling of geometries to match

them should be possible.
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Chapter 4

The reverberation signatures of

rotating disc winds in active

galactic nuclei

4.1 Introduction

Chapter 3 features only the transfer functions of our disk wind model. We submitted

a paper containing the biconical wind transfer function analysis from chapter 3 to the

Monthly Notices of the Royal Astronomical Society. Our reviewers noted that one of

the truly unique capabilities of the code was the ability to consider ionisation effects.

By including i.e. differential changes in ionisation and thus emissivity as a result of

changes in ionising continuum, we could generate proper response functions, rather than

simply transfer functions. This led to a substantial rewrite of the paper, and a result, we

developed techniques for determining the response function ΨR detailed in this paper.

Whilst previous works have considered the possibility of negative responses (Krolik and

Done, 1995), this paper demonstrated that for a physically-motivated disk wind model

it is possible to generate response functions dominated by negative responses.

A second major difference between the work in this chapter and chapter 3 is that

continuum-scattered photons are no longer included in the response functions; only

those emitted in, or scattering off, an emission line. This was motivated by a change of

assumptions. Whilst continuum emission is a major component of a spectrum within

a given wavelength range, it typically has a less dynamic delay distribution than that

of line emission, arriving mostly directly. The continuum photons that are likely to

‘contaminate’ the delay distributions are those from the wind, which would also share

a more complex response function. Figure 3.14 from chapter 3 suggests that, for most

lines, the distribution of paths for photons governing both continuum and line emission

are essentially equivalent. In addition, for our lines of interest, the line luminosities

91
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are on the order of 5× the continuum luminosities emitted by the wind. As a re-

sult, we chose to focus on pure line photons when generating response functions as

it was computationally easier and unlikely to produce dramatically different results to

observationally-recoverable response functions. Future work could involve accounting

for both the range of continuum lags observed (e.g. Homayouni et al. (2018)), and the

effect of wind continuum photons; though this would require substantial improvements

in the data capture and processing abilities of the code.

4.2 Journal paper

The journal paper reproduced below was originally published in the Monthly Notices of

the Royal Astronomical Society in 2017 as Mangham et al. (2017). The models used

in the study were the biconical AGN disk wind models originally created by Dr James

Matthews for Matthews et al. (2016), as discussed in section 2.3.
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The reverberation signatures of rotating
disc winds in active galactic nuclei
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The broad emission lines (BELs) in active galactic nuclei (AGN) respond to ion-

izing continuum variations. The time and velocity dependence of their response

depends on the structure of the broad-line region: its geometry, kinematics and

ionization state. Here, we predict the reverberation signatures of BELs formed

in rotating accretion disc winds. We use a Monte Carlo radiative transfer and

ionization code to predict velocity-delay maps for representative high- (C iv)

and low-ionization (Hα) emission lines in both high- and moderate-luminosity

AGN. Self-shielding, multiple scattering and the ionization structure of the out-

flows are all self-consistently taken into account, while small-scale structure in

the outflow is modelled in the micro-clumping approximation. Our main find-

ings are: (1) The velocity-delay maps of smooth/micro-clumped outflows often

contain significant negative responses. (2) The reverberation signatures of disc

wind models tend to be rotation dominated and can even resemble the classic

“red-leads-blue” inflow signature. (3) Traditional “blue-leads-red” outflow sig-

natures can usually only be observed in the long-delay limit. (4) Our models

predict lag-luminosity relationships similar to those inferred from observations,

but systematically underpredict the observed centroid delays. (5) The ratio

between “virial product” and black hole mass predicted by our models depends

on viewing angle. Our results imply that considerable care needs to be taken in

interpreting data obtained by observational reverberation mapping campaigns.

In particular, basic signatures such as “red-leads-blue”, “blue-leads-red” and

“blue and red vary jointly” are not always reliable indicators of inflow, outflow

or rotation. This may help to explain the perplexing diversity of such signatures

seen in observational campaigns to date.

Accepted by MNRAS 2017 July 20. Received 2017 June 22; in original form 2016

December 6

4.2.1 Introduction

Reverberation mapping (RM) has become a powerful tool in the study of active galactic

nuclei (AGN; Peterson 1993). Its primary application to date has been in efforts to

estimate central black hole (BH) masses. The broad emission lines (BELs) in AGN

respond to variations in the underlying continuum with a characteristic time delay, τ .

This delay is due to the light travel time from the central engine to the broad line region

(BLR) and therefore depends on the size of the BLR, RBLR ' cτ . If the dynamics of the
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BLR are dominated by the gravitational potential of the BH, the width of the Doppler-

broadened emission lines must be ∆vBLR ' (GMBH/RBLR)1/2. Thus the combination

of line width and lag immediately provides an estimate of the BH mass, the so-called

virial product MBH ' cτBLRv2
BLR/G.

Lag-based BH mass estimates have been successfully calibrated against both theMBH−σ
(Gebhardt et al., 2000; Ferrarese et al., 2001; Onken et al., 2004; Woo et al., 2010) and

the MBH −Mbulge relations (Wandel, 2002; McLure and Dunlop, 2002). However, even

though the BLR sizes obtained via RM seem to yield reliable BH masses, the nature of

the BLR itself has remained controversial. This uncertainty regarding the geometry and

kinematics of the BLR also limits the accuracy of RM-based BH mass estimates (Park

et al., 2012; Shen and Ho, 2014; Yong et al., 2016).

RM itself offers one of the most promising ways to overcome this problem, since the

physical properties, geometry and kinematics of the BLR are encoded in the time- and

velocity-resolved responses of BELs to continuum variations. Decoding this informa-

tion places strong demands on observational data sets (Horne et al., 2004), but recent

campaigns have begun to meet these requirements (e.g. LAMP [Bentz et al. (2011);

Pancoast et al. (2012, 2014a); Skielboe et al. (2015)], SEAMBH [Du et al. (2014, 2016)];

AGN Storm [De Rosa (2015)]). Most previous velocity-resolved RM studies found sig-

natures that were interpreted as evidence for inflow and/or rotation (Ulrich and Horne,

1996; Grier, 2013; Bentz et al., 2008, 2010a; Gaskell, 1988; Koratkar and Gaskell, 1989),

although apparent outflow signatures have also been reported (Denney et al., 2009; Du

et al., 2016).

On the theoretical side, considerable effort has been spent over the years on modelling

and predicting BLR reverberation signatures (e.g. Blandford and McKee, 1982; Welsh

and Horne, 1991; Wanders et al., 1995; Pancoast et al., 2011, 2012, 2014a). However,

most modelling efforts to date have treated the line formation process by adopting

parameterized emissivity profiles, rather than calculating the actual ionization balance

and radiative transfer within the BLR self-consistently. Also, one of the most promising

models for the BLR – rotating accretion disc winds (Young et al., 2007) – has received

surprisingly little attention in these modelling efforts.

Evidence for powerful outflows from luminous AGN is unambiguous: approximately

10% - 15% of quasars display strong, blue-shifted broad absorption lines (BALs) in UV

resonance transitions such as C iv 1550 Å (e.g. Weymann et al., 1991; Tolea et al., 2002).

The intrinsic BAL fraction must be even higher – probably 20% - 40% – since there are

significant selection biases against these so-called BALQSOs (Hewett and Foltz, 2003;

Reichard et al., 2003; Knigge et al., 2008; Dai et al., 2008; Allen et al., 2011). These

outflows matter. First, they provide a natural mechanism for “feedback”, i.e. they

allow a supermassive BH to affect its host galaxy on scales far beyond its gravitational

sphere of influence (Fabian, 2012). Second, they can produce most of the characteristic
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signatures of AGN, from BELs (Emmering et al., 1992; Murray et al., 1995) to BALs to

X-ray warm absorbers (Krolik and Kriss, 1995). Third, they may be the key to unifying

the diverse classes of AGN/QSOs (Elvis, 2000).

Despite the importance of these outflows, there have been few attempts to study the

reverberation signature of rotating disc winds. Chiang and Murray (1996) - hereafter

CM96 - calculated the time- and velocity-resolved response of the C iv 1550 Å line

based on the line-driven disc wind model described by Murray et al. (1995). Taking

the outflow to be smooth, CM96 treated velocity-dependent line transfer effects self-

consistently, but adopted a power-law radial emissivity/responsivity profile instead of

carrying out photoionization calculations. They also assumed that only the densest parts

of the wind (near the disc plane) produce significant line emission. More recently, Waters

et al. (2016) used a similar formalism to predict the emission line response according to

their hydrodynamic numerical model of a line-driven AGN disc wind.

Similarly, Bottorff et al. (1997b) predicted time- and velocity-dependent response func-

tions for C iv, based on the centrifugally-driven hydromagnetic disc wind model of

Emmering et al. (1992). In this model, the BLR is composed of distinct, magnetically

confined clouds, each of which is assumed to be optically thick to both the Lyman con-

tinuum and C iv and to possess no significant internal velocity shear. Moreover, Bottorff

et al. (1997b) adopted the “locally optimally emitting cloud” (LOC) picture of the BLR

(Baldwin et al., 1995), according to which a population of clouds spanning a huge range

of particle density is assumed to exist at any given distance from the central engine.

These assumptions dramatically reduce the complexity of the necessary photoionization

and line transfer calculations.

Against this background, our goal here is to use a fully self-consistent treatment of

ionization and radiative transfer to predict Hα and C iv reverberation signatures for a

generic model of rotating accretion disc winds in both high- and moderate-luminosity

AGN. Our starting point is the disc wind model developed by Matthews et al. (2016)

for luminous QSOs. This model was explicitly designed with disc-wind-based geometric

unification in mind: it predicts strong BALs for observer orientations that look into the

outflow, produces strong emission lines for other orientations and is broadly consistent

with the observed X-ray properties of both QSOs and BALQSOs. We use a scaled-down

version of this model to represent lower-luminosity AGN, such as Seyfert galaxies. For

both types of model AGN, we calculate the time- and velocity-resolved emission line

responses and compare the predicted reverberation signatures to observations.

The remainder of this paper is organized as follows. In subsection 4.2.2, we outline the

theory behind RM and describe the code we have employed to model it. In subsection

4.2.3, we use the code to calculate model response functions for both Seyfert galaxies

and QSOs. In subsection 4.2.4, we test the lag-luminosity relationships predicted by our

models against observations. We also present the viewing angle dependence of the virial
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product for these models and compare it to the results of recent observational modelling

efforts. Finally, in subsection 4.2.5, we summarize our conclusions.

4.2.2 Methods

4.2.2.1 Fundamentals

The premise of RM is that the BLR reprocesses the ionizing continuum generated by the

central engine. This immediately implies that the emission lines produced in the BLR

should respond to variations in the continuum. The response of a small parcel of BLR

gas to a change in the continuum flux it receives is effectively instantaneous. As seen

by a distant observer, parts of the BLR that lie directly along the line of sight to the

central engine will therefore respond to a continuum pulse with no delay. However, the

response from any other part of the BLR will be delayed with respect to the continuum.

For each location in the BLR, the delay is just the extra time it takes photons to travel

from the central engine to the observer, via this location. As illustrated in Figure 4.1,

the isodelay surfaces relative to a point-like continuum source are paraboloids centered

on the line of sight from the source towards the observer.

The response of a line will usually involve a range of delays. The relationship between

continuum variations, ∆C(t), and variations in the flux of an emission line, ∆L(t), can

be expressed in terms of a response function, ΨR(τ),

∆L(t) =

∫ ∞
−∞

∆C(t− τ)ΨR(τ)dτ. (4.1)

The response function describes how the emission line flux responds to a sharp continuum

pulse as a function of the time delay, τ .

Since each parcel of gas has a different line of sight velocity v with respect to the observer

the line profile will also change with time. line of sight. We can therefore define a 2-

dimensional response function, ΨR(v, τ), that specifies the response of the BLR as a

function of both time delay and radial velocity,

∆L(v, t) =

∫ ∞
−∞

∆C(t− τ)ΨR(v, τ)dτ. (4.2)

While the 1-dimensional response function depends only on the geometry of the BLR,

the 2-dimensional response function – also known as the “velocity-delay map” – encodes

information about both geometry and kinematics.

Turning this argument around, we can predict the response of an emission line to contin-

uum variations for any physical model of the BLR. We can test such models by comparing

the response functions they predict to those inferred from observations. Our goal here
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Figure 4.1: A cut through the isodelay surfaces surrounding a point source. Colour
indicates total path to observer for photons scattering off that point; contours indicate
isodelay curves on the 2-d plot. The blue arrow shows the direct path to observer; the
two black arrows show the paths taken by two photons that scatter on different points

of the same isodelay surface. Figure produced using Visit (Childs et al. (2012)).

is to predict these observational reverberation signatures for a rotating disc wind model

of the BLR. A sketch of the outflow geometry we adopt is shown in Figure 4.2, and is

described in more detail in subsection 4.2.3.

Our model includes both Keplerian rotation and outflow and may therefore be expected

to show a mix of both rotation and outflow signatures. The conversion of spherical inflow,

spherical outflow and rotating disc kinematics into velocity-delay space is illustrated in

Figure 4.3 (for more details, see, e. g. Welsh and Horne (1991)). Whilst a Keplerian

disc has a symmetric signature, with the line wings leading the low-velocity core, outflow

and inflow signatures are strongly asymmetric, with the blue wing leading the red for

outflows, and the red wing leading the blue for inflows. As noted in subsection 4.2.1,

all of these basic signatures have been seen observationally, although symmetric and

red-leads-blue signatures are more common.

Sketches like those shown in Figure 4.3 represent a purely geometric projection of BLR

gas from 6-D position and velocity space onto our 2-D line-of-sight velocity and time

delay space. The actual appearance of a velocity-delay map within the boundaries

imposed by this projection depends on the strength of the line response across the map.
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Figure 4.2: Sketch of the biconical disc wind geometry from Matthews et al. (2016).

As we shall see, this is a crucial effect that can make it difficult to identify even basic

reverberation signatures with particular kinematics.

4.2.2.2 Predicting reverberation signatures with self-consistent ionization

and radiative transfer

The ionization state of the BLR depends primarily on its density structure, as well

as on the luminosity and spectral shape of the ionizing continuum. In an outflowing

biconical disc wind, the ionization structure is naturally stratified, which is in line with

observations (Onken et al., 2004; Kollatschny and Zetzl, 2013; Kollatschny et al., 2014).

For a given BLR ionization state, the emission line formation process involves the gen-

eration of line photons within the BLR and their radiative transfer through it. In order

to reliably predict the strengths, shapes and reverberation signatures of BELs, it is nec-

essary to deal correctly with radiative transfer effects and solve self-consistently for the

ionization state of the BLR.

In our work, we accomplish this by using a modified version of our Monte Carlo radiative

transfer and ionization code python (Long and Knigge, 2002), which was developed

specifically for modelling the spectra of accretion disc winds. python is a useful tool
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Figure 4.3: Outline response functions for Hubble-type spherical outflow (left), a
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107M�. Hubble out/inflows have V (rmin) = ±3 × 103 km s−1. Solid lines denote the
response from the inner and outer edges of the winds, dotted lines from evenly-spaced
shells within the wind. Pale lines describe the edge of the velocity-delay shape of the

response function.

for reverberation modelling, since a given outflow geometry can be tested not just against

the response function of a single line, but also against the full predicted spectrum. The

code has already been described several times in the literature (Long and Knigge, 2002;

Sim et al., 2005; Noebauer et al., 2010; Higginbottom et al., 2013, 2014; Matthews et al.,

2015, 2016), so we only provide a brief overview here, focusing on the modifications we

have made in order to predict reverberation signatures. A full description of the method,

including tests against existing reverberation modelling, and an exploration of radiative

transfer effects in RM will be presented elsewhere.

python generates synthetic spectra for astrophysical systems in which an outflow with

given geometry, kinematics and density structure reprocesses the radiation generated by

one or more continuum sources. Our AGN wind models are based on a kinematic (i.e.

parameterized) description of a rotating biconical outflow emanating from the surface of

the accretion disc (Shlosman and Vitello, 1993, Figure 4.2). The same description was

used by Higginbottom et al. (2013) and Matthews et al. (2016, hereafter M16) to predict

the spectroscopic signatures of disc winds in QSOs. The geometry and kinematics of
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the wind are determined by a set of parameters (fully detailed in Table 4.1). Our

high-luminosity (“QSO”) model is identical to that developed in M16, while our lower-

luminosity (“Seyfert”) model is a simple scaled-down version of this. These models

are described further in subsection 4.2.3. All of our radiative transfer and ionization

calculations are performed on a cylindrically symmetric grid imposed on the wind. The

relevant continuum sources are taken to be a geometrically thin, optically thick accretion

disc (which dominates the UV and optical light) and a compact, optically thin corona

(which dominates the X-ray emission).

The calculation of synthetic spectra with python proceeds in two steps. In the first step,

the code generates ‘bundles’ of continuum photons across the full frequency range, tracks

their interactions and iterates towards thermal and ionization equilibrium throughout

the wind. In the second step, the converged state of the wind is kept fixed, photons are

generated only across a limited frequency range, and emergent spectra are predicted for

a set of user-defined observer orientations.

In our models, reverberation delays are associated solely with photon light travel times.

This is in line with other RM studies (Welsh and Horne, 1991; Waters et al., 2016) and

can be justified on the basis that the recombination time scales at typical BLR densities

(minutes to hours) are much shorter than light-travel times across the BLR (days to

weeks).

For the purpose of this study, we have modified python to track the distances travelled

by photons that contribute to the observed line emission. This is relatively straightfor-

ward, since python is a Monte Carlo code that already explicitly follows photons as

they make their way through the outflow.

The use of a full ionization and radiative transfer code offers two significant advantages

in predicting reverberation signatures. First, the dependence of line emissivity on posi-

tion within the BLR is calculated self-consistently, based on the density, ionization and

thermal structure of the outflow. Second, radiative transfer effects are self-consistently

taken into account. For example, a continuum (e.g. disc) photon that scatters many

times before reaching a particular location in the BLR will have travelled a significantly

longer distance than one that reaches the same location without undergoing any scatter.

BLR locations that “see” primarily scattered/reprocessed continuum photons will there-

fore respond to continuum variations with a longer delay than expected solely based on

geometry. A benefit of this approach is that we can isolate the contributions of singly-

or multiply-scattered photons to the overall reverberation signature.

4.2.2.3 Initializing and updating photon path lengths

In line with essentially all RM models to date, we assume that all of the correlated

line and continuum variability we observe has its origin in the immediate vicinity of
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the central BH. The time-dependent signal produced there is then reprocessed by other

components in the system, such as the accretion disc and the BLR.

For the continuum photons produced by the accretion disc, we implement this picture

by assigning to each an initial path length equal to its starting distance from the origin

of the model, i.e. rdisc(min) from Table 4.1 for photons emitted at the inner edge of the

disc. For our QSO model, the UV emission of the accretion disc is concentrated within

a radius several times smaller than the wind launch radius, whilst optical emission is

concentrated within the radius of the wind base. Both of these lie within the radius

within which the accretion disc temperature profile would be expected to be dominated

by the central source luminosity (King, 1997) and therefore would lag behind changes

in the central source continuum. Photons produced by the X-ray emitting corona are

assigned initial path lengths equal to rX = rdisc(min), i.e. we assume that the corona

varies coherently. As the corona is compact in comparison to the wind (at least a factor

of 50 smaller), this is a reasonable approximation. The light travel time across the

corona 2RrX/c is ' 10 min for the Seyfert model and ' 16 hrs for the QSO model.

python enforces thermal equilibrium throughout the outflow, i.e. the heating and

cooling rates are always in balance (in a converged model). Except for cooling due to

adiabatic expansion, the wind is also assumed to be in radiative equilibrium, i.e. photon

absorption and emission provide the only channels for net energy flows into and out of a

given grid cell. The effective initial path lengths of photons representing thermal wind

emission must therefore reflect the path length distribution of the absorbed photons that

were responsible for heating the wind. In order to ensure this, python keeps track of the

path length distribution of photons depositing energy into each cell. When a ‘bundle’

of photons with a given wavelength passes through a cell, its total energy is reduced in

proportion to the optical depth it encounters along its path. We record its path, and

the bundle’s total energy, in the cell. When a line photon is thermally emitted within

a given grid cell, it is then assigned an initial path length drawn from the distribution

of paths contributing to heating weighted by the energy contribution at each path. We

refer to this as the thermal approach to path length initialization.

Most of the strong metal lines seen in AGN – e.g. N v 1240 Å, Si IV 1440 Å, C iv 1550 Å–

are collisionally excited. In python, the formation of these lines is treated via a simple

two-level atom approach (Long and Knigge, 2002; Higginbottom et al., 2013). This

works particularly well for resonance lines (such as all those listed above), in which the

lower level is the ground state of the ion. Since collisional excitation is a thermal process,

we use the thermal approach to path length initialization for all photons emitted in this

way. Observations of these lines will also include a smaller contribution from continuum

photons scattered into the line. These photons’ path lengths are calculated purely on

the basis of their origin and their travel through the winds.
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The two-level atom approximation is not appropriate for lines in which the upper level

either does not couple strongly to the ground state, or is primarily populated from above.

The most important example of such lines are the Hydrogen and Helium recombination

lines that are prominent in the UV and optical spectra of AGN. To model such features

more accurately, one or both of these elements can be treated via Lucy’s (Lucy, 2002,

2003) macro-atom approach within python (Sim et al., 2005; Matthews et al., 2015,

2016). In this approach, a H or He macro-atom can be “activated” by a photon packet

travelling through a wind cell, then undergoes a number of internal energy level “jumps”,

and finally “de-activates” via the emission of a line or continuum photon. In order to

predict the reverberation signature of a given H or He recombination line, the code

keeps track of all macro-atom de-activations associated with this line in a given cell.

After each de-activation, the path length travelled by the photon that activated the

macro-atom is stored, gradually building up a distribution. When the same cell emits

a photon associated with this recombination line, the initial path length is then drawn

from this distribution. This approach is appropriate if photoionizations are quickly

followed by radiative recombinations in the BLR. We therefore refer to this as the prompt

recombination approach to path length initialization.

Our simulations allow for clumpiness in the wind within the “micro-clumping” approx-

imation (e.g. Hillier, 1991; Hamann and Koesterke, 1998; Matthews et al., 2016). Thus

we assume that the outflow, though smooth on a bulk scale, comprises very many small,

optically thin clumps. These clumps enhance physical processes with a density-squared

dependence. However, there is no effect on the photon paths due to micro-clumping

compared to a fully smooth wind flow. Since each clump is optically thin at all wave-

lengths in this approximation, it is characterized by a unique set of physical conditions

(ionization state, temperature, electron density...). Thus, like fully smooth flows, micro-

clumped flows are stratified only on large scales. This is a fundamental difference to

BLR models based on optically thick clouds, such as “locally optimally-emitting cloud”

(LOC) models (Baldwin et al., 1995; Ferguson et al., 1997).

4.2.2.4 Generating Response Functions

The response function, ΨR(v, τ), describes the time- and velocity-dependent response of

an emission line to a continuum pulse. The contribution of a particular parcel of BLR

gas to the overall response depends primarily on three factors: (i) its distance from the

continuum source (which sets the characteristic delay with which it responds); (ii) its

line-of-sight velocity (which sets the velocity at which we observe its response); (iii) its

responsivity (which sets the strength of its response).

The responsivity is the hardest of these factors to calculate. It is a measure of the

number of extra line photons that are created when a given extra number of continuum

photons are produced. Note that this is different from the emissivity of the parcel,
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which describes the efficiency with which it reprocesses continuum into line photons in

a steady state. To see this more clearly, consider a parcel with line-of-sight velocity v

and characteristic delay τ , which produces a line flux L(v, τ) when subjected to a steady

continuum flux C. The reprocessing efficiency of this parcel can be defined simply as

ε(v, τ) = L(v, τ)/C. However, its responsivity measures how the line flux changes when

the continuum does.

In the limit of small continuum variations, the overall response of the parcel is fully

characterized by the partial derivative of the line flux it produces, L(v, τ), with respect

to the continuum flux, C. If we adopt a power-law approximation for the dependence

of L(v, τ) on C,

L(v, τ) = L0(v, τ)

(
C

C0

)η
, (4.3)

we can evaluate this partial derivative and write the response function at C = C0 in the

form

ΨR(v, τ) =
∂L(v, τ)

∂C

∣∣∣∣
C=C0

= η
L0(v, τ)

C0
= ηε0(v, τ). (4.4)

The response function is therefore the product of reprocessing efficiency, ε0(v, τ), and a

dimensionless responsivity, η.

In the limit that η is constant throughout the BLR, the response function is just a scaled

version of ε0(v, τ). We will refer to a response function calculated under the assumption

that η ≡ 1 as an emissivity-weighted response function (EWRF, originally defined as

such in Goad et al. (1993)), ΨE(v, τ), i.e.

ΨE(v, τ) = ε(v, τ) =
L(v, τ)

C
. (4.5)

However, in general, the assumption that η = constant across the BLR is poor (e.g. Goad

et al., 1993; O’Brien et al., 1995; Korista and Goad, 2004; Goad and Korista, 2014), i.e.

η = η(v, τ). For example, a parcel of gas might be very efficient at reprocessing contin-

uum into line photons, but may respond to a pulse of additional continuum photons by

producing fewer line photons, either in relative or perhaps even in absolute terms. This

is possible, for example, because its ionization state may have changed as a result of the

pulse. Such a parcel will have a high emissivity (high reprocessing efficiency), but low

(or even negative) responsivity.

Despite this, the emissivity-weighted response function provides a useful approximation

for, and stepping stone towards, the response function proper. In our case, an EWRF

can be calculated from a single run of python, simply by keeping track of the delay

associated with each photon arriving at the observer. For example, given a simulation

for continuum luminosity C0, we bin all photons from the simulation that are associated

with a given line in time-delay- and velocity-space, yielding the 2-D EWRF for the line

in that system.
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In order to estimate the true (responsivity-weighted) response function, we then calculate

two more EWRFs, for continuum luminosities Clow < C0 < Chigh, where ∆C = Chigh −
Clow � C0. In this limit, the line response is approximately linear, i.e. η does not

depend on C. This allows us to estimate the response function from the high-and low-

state EWRFs as

ΨR(v, τ) =
∂L(v, τ)

∂C

∣∣∣∣
C=C0

' ∆L(v, τ)

∆C
(4.6)

' Lhigh − Llow

Chigh − Clow
(4.7)

' ChighΨE,high(v, τ)− ClowΨE,low(v, τ)

Chigh − Clow
. (4.8)

For the response function calculations in this work, we use ∆C/C0 = 0.1. This is large

enough to be astrophysically interesting, but small enough to ensure our models have

an approximately linear response to changes in the continuum level.

4.2.3 Results: the reverberation signatures of rotating accretion disc

winds

We are now ready to study the predicted reverberation signatures of our simple disc

wind scenario for the BLR. The basic geometry of our model is shown in Figure 4.2

and describes a biconical outflow emerging from the surface of the accretion disc around

the supermassive black hole (SMBH). The outflow gradually accelerates away from the

disc plane, with each streamline reaching a terminal velocity on the order of the local

escape speed at the streamline’s footpoint on the disc surface. Similarly, material in the

outflow initially shares the (assumed Keplerian) rotational velocity in the accretion disc,

and then conserves its specific angular momentum as it rises above the disc and moves

away from the rotation axis. Much more detailed descriptions of this basic disc wind

model, including the importance of clumping within the wind, can be found in Shlosman

and Vitello (1993), Long and Knigge (2002), Higginbottom et al. (2013), and Matthews

et al. (2015, 2016).

To systematically study the reverberation signatures predicted by this model for the

BLR, we need to distinguish between at least two types of AGN and two types of emis-

sion lines. First, the highest luminosity AGN – i.e. quasars/QSOs – are known to have

significantly longer characteristic reverberation lags than lower luminosity AGN – i.e.

Seyfert galaxies (Grier et al., 2012a; Kaspi et al., 2005). Second, low-ionization and

high-ionization lines are also known to display significantly different reverberation lags

(e.g. Kaspi and Netzer, 1999; Grier et al., 2012b). Both of these effects are qualitatively

consistent with the idea that the physical conditions within the BLR are set by photoion-

ization physics (Bentz et al., 2009a). As discussed in the previous subsection, strictly
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Table 4.1: Model parameters

Parameter Symbol, units Seyfert QSO

SMBH mass MBH, M� 107 109

Accretion rate Ṁacc, M� yr−1 0.02 5

ṁacc, ṀEdd ≈ 0.1 ≈ 0.2
X-ray power-law
index αX −0.9 −0.9
X-ray luminosity LX , erg s−1 1043 1045

X-ray source radius rX , rg 6 6
rX , cm 8.8× 1012 8.8× 1014

Accretion disc radii rdisc(min) rX rX
rdisc(max), rg 3400 3400
rdisc(max), cm 5× 1015 5× 1017

Wind outflow rate Ṁw, M� yr−1 0.02 5
Wind launch radii rmin, rg 300 300

rmax, cm 4.4× 1014 4.4× 1016

rmin, rg 600 600
rmax, cm 8.8× 1014 8.8× 1016

Wind launch angles θmin 70◦ 70◦

θmax 82◦ 82◦

Terminal velocity v∞(r0) vesc(r0) vesc(r0)
Acceleration length Rv, cm 1016 1019

Acceleration index α 1.0 0.5
Filling factor fV 0.01 0.01
Viewing angle i 20◦ 20◦

Number of photons 2× 109 3× 109

speaking we should also distinguish between collisionally excited and recombination lines

in this context.

To cover this parameter space, we explicitly consider two distinct AGN models: one

representative of high-luminosity QSOs, the other representative of lower-luminosity

Seyferts. The physical characteristics we adopt for these models are listed in Table 4.1.

Moreover, for each model, we present results for two types of lines: one high-ionization,

collisionally excited metal line (C iv 1550 Å) and one low-ionization recombination line

(Hα). Hα was chosen due to the strong Hα response in our model allowing for clearer

response function plots than Hβ, though both lines are commonly used in RM studies.

4.2.3.1 A high-luminosity QSO

The key parameters of our representative QSO disc wind model are summarized in

Table 4.1. It is essentially identical to the model described in Matthews et al. (2016),

which was in turn based on the model described by Higginbottom et al. (2013). The

Matthews et al. (2016) model is an attempt to test disc-wind based geometric unification

for BALQSOs and “normal” (non-BAL) QSOs. It produces BALs for sightlines that
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look directly into the wind cone and BELs for sightlines that do not. It is also broadly

consistent with the observed X-ray properties of both QSOs and BALQSOs.

Figure 4.4 shows the UV and optical spectra predicted by this model for two repre-

sentative sightlines. The first corresponds to an inclination of i = 75◦, where i = 90

corresponds to an edge-on view of the system. An observer at this orientation necessarily

views the central engine through the accretion disc wind and therefore sees a BALQSO.

The second sight line corresponds to i = 20◦ and allows a direct view of the inner accre-

tion disc. An observer at this orientation should therefore see the system as an ordinary

Type I QSO. The spectra in Figure 4.4 are consistent with this. The predicted UV

spectrum for i = 75◦ exhibits strong blue-shifted BALs and P Cygni features, whereas

the spectra for i = 20◦ only show BELs superposed on a blue continuum. Since ab-

sorption features are necessarily formed along the line of sight to the continuum source,

BAL troughs respond to continuum variations without any light travel time delays. Our

focus here is therefore on the BEL reverberation signatures in our i = 20◦ Type I QSO

model.

Figures 4.5 and 4.6 show the 2-D EWRFs and response functions we predict for the C iv

and Hα lines in the i = 20◦ QSO model. Figures 4.7 and 4.8 show the distribution of

the C iv and H i ionization fractions and line luminosities within the outflow.

As shown in the upper panels of Figures 4.5 and 4.6, the EWRFs at short delays gen-

erally lie within the v ∝ τ−1/2 envelope expected for a virialized flow dominated by

Keplerian rotation, v ∝ R−1/2 ∝ (cτ)−1/2. The outflow kinematics of our models are

only marginally apparent and only at the longest delays. In this regime the EWRFs,

particular that for C iv, show a weak diagonal ”blue-leads-red” structure. However,

the strongest overall feature is found at the shortest delays (τ . 50 days) and positive

velocities (v ' 2000 km s−1). Partly because of this, the EWRF in the observationally

relevant regime τ . 200 days appears to have a diagonal slant towards short delays and

positive velocities, which could easily be (mis-)interpreted as an inflow signature.

In addition, whilst the two EWRFs are broadly similar, the C iv function is clearly

narrower in velocity space. This reflects the difference in the respective line forming

regions, as shown in Figure 4.8: Hα is concentrated in the Keplerian-dominated wind

base, whilst C iv has a substantial contribution from the extended outflow (as well as a

contribution from a thin layer near the inner edge of the wind).

Broadly speaking, the response functions look similar to the EWRFs, but there are some

important differences. For example, the response functions for the two lines differ more

than their EWRF counterparts, with the long delay component being far stronger in

C iv than in Hα. Thus even though the C iv emission is quite concentrated towards

short delays, the response of the line is more evenly spread across a range of delays.

Conversely, we see a weak negative response at long delays in Hα. This happens because
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Figure 4.4: Spectra produced for the disc wind model of Matthews et al. (2016),
viewed along QSO (i = 20◦) and BALQSO (i = 75◦) sightlines. Both spectra have

been normalised to unity at 2000 Å.

an increase in continuum luminosity over-ionizes the extended wind and pushes the line-

forming region (seen in figure 4.8) down towards the denser wind base. The potential

to generate negative responses is an important feature of smooth/micro-clumped disc

wind models. As we shall see in subsection 4.2.3.2, it can have a very significant effect

on the overall reverberation signature.

4.2.3.2 A moderate luminosity Seyfert galaxy

Since the most extensive RM campaigns to date have been carried out on nearby Seyfert

galaxies, rather than on QSOs, it is important to ask what the reverberation signature

of a rotating disc wind BLR would be in this setting. We can attempt to answer this

question by down-scaling down the QSO model developed by Matthews et al. (2016). In

principle, there are many ways to carry out such a scaling, since essentially all system

and outflow parameters may be mass- and luminosity-dependent. As a first step in this

direction, here we take the simplest possible approach and scale the wind launching

radii, wind acceleration length and X-ray luminosity in the model in proportion with

the adopted BH mass (107 M�), as suggested by Sim et al. (2010).

In order to make our Seyfert model at least somewhat specific, we also adopt Ṁacc =

0.02 M� yr−1, based on the inferred accretion rate of NGC 5548 (Woo and Urry, 2002;
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Figure 4.5: The velocity-resolved
EWRF (upper) and response func-
tion (lower) for Hα in the QSO
model, shown for time delays up to
320 days. The violet lines illus-
trate the function edges for a Kep-
lerian disc at the wind launching ra-
dius, and the ν ∝ τ−1/2 ”virial flow”
envelope. Note that the velocity-
integrated line response is weakly
negative at low velocities beyond τ &

220 days.

Figure 4.6: The velocity-resolved
EWRF (upper) and response func-
tion (lower) for C iv in the QSO
model, shown for time delays up to
320 days. The violet lines illustrate
the function edges for a Keplerian
disc at the wind launching radius,
and the ν ∝ τ−1/2 ”virial flow” en-

velope.
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Chiang and Blaes, 2003). We then set Ṁw = Ṁacc, as in the QSO model, and the basic

geometry and kinematics of the outflow are also kept exactly the same as for the QSO

case. The overall set of parameters describing our Seyfert model are listed in Table 4.1.

Even though this model should not be construed as an attempt to fit observations of

NGC 5548, it is instructive as a point of comparison for RM campaigns on this systems,

such as that recently carried out by the AGNStorm collaboration (De Rosa et al., 2015;

Kriss and Agn Storm Team, 2015; Edelson et al., 2015).

Figure 4.9 shows the UV and optical spectra predicted by our NGC 5548-like Seyfert I

model for the same two sightlines as for our QSO model. In this case, even the sightline

looking directly into the outflow does not produce a strong BAL signature in the UV

resonance lines. This is interesting: to the best of our knowledge, there are no Type I

Seyfert galaxies that exhibit permanent BALs, and only two that have shown bona-fide

transient BAL features. One of these is, in fact, NGC 5548 (Kaastra et al., 2014), the

other being WVPS 007 (Leighly, 2009). Additionally, in both of those cases the BALs

appeared superposed on the overall BEL features without dipping significantly below the

local continuum level. Thus, empirically, BALs are rare in Seyfert galaxies compared to

QSOs. Intriguingly, our result here suggests that the BLR in Seyferts may nevertheless

be an outflow, even one with the same overall geometry as those responsible for the

BALs in QSOs.

Physically, the reason for the weakness of BAL features in the Seyfert model is related to

the ionization structure of the outflow. In this type of model, the more distant parts of

the outflow that are responsible for producing BALs in the QSO model are overionized

(relative to the ionization stages associated with BAL transitions). The optical depth

can therefore be insufficient for the production of strong, broad absorption features

in these transitions, even for sightlines that look directly into the outflow cone. This

overionization arises because Seyferts preferentially harbour black holes at the lower end

of the mass range for AGN. As a result, their accretion discs extend to much smaller

radii and reach much higher maximum temperatures. This leads to the spectral energy

distribution being noticeably harder in comparison to QSOs, as seen in Figure 4.10.

The tendency of AGN with lower mass BHs to produce more ionized winds has also

been seen in hydrodynamic models of line-driven winds and reduces the efficiency of this

driving mechanism (Proga and Kallman, 2004; Proga, 2005). This effect might explain

the relative dearth of UV BAL features in Seyferts, as well as the occurrence of highly

blue-shifted and highly ionized X-ray lines (Pounds, 2014; Reeves et al., 2016; Tombesi

et al., 2010).

Figures 4.11 and 4.12 show the predicted 2-D EWRFs and response functions for Hα and

C iv for our NGC 5548-like model Seyfert I model. To aid interpretation, we also once

again show the distribution of the H i and C iv ionization fractions and line luminosities

within the outflow (Figures 4.13 and 4.14).
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The EWRFs in Figures 4.11 and 4.12 show reverberation signatures roughly similar to

those of QSO models. However, the characteristic delay timescales are much shorter,

as would be expected from the much smaller wind launch radius (1/100th that of the

QSO model). This trend is also observed empirically (Bentz et al. 2013; also see sub-

section 4.2.4.1 below). There are also other differences from the QSO EWRFs. Perhaps

most notably, the velocity ranges in which C iv and Hα are preferentially found have

switched: Hα now appears at lower characteristic velocities than C iv. The reason for

this is clear from Figure 4.13. The inner edge of the disc wind in these models is more

strongly ionized in the Seyfert model compared to the QSOs one. This pushes the Hα

emission back into the dense, heavily-shielded back of the wind. Meanwhile, C iv emis-

sion is concentrated in a thin ionization front near the inner edge of the flow and along

the transition region between the dense, quasi-Keplerian base and the fast wind. The

outflow-dominated distant regions of the flow are strongly over-ionized, so there are no

obvious diagonal outflow signatures in Figures 4.5 and 4.6, even at long delays.

The response functions for the Seyfert model are even more interesting. Most impor-

tantly, both Hα and C iv exhibit strong negative responses in the low-velocity regime

(|v| . 5000 km s−1). In the case of Hα, this negative response contribution is strong

enough to render even the integrated line response negative. Unlike in LOC-type mod-

els, negative responsivities can arise naturally in smooth/micro-clumped models. A

simplistic explanation for this behaviour is that, as the continuum luminosity increases

or decreases, any given line-forming region tend to move outwards or inwards. Parts

of the wind that shift out of the line-forming region when the continuum increases will

exhibit negative responsivities. In practice, the line-forming region is, of course, not

always so sharply delineated.

To illustrate this, Figure 4.15 shows the local responsivities in the wind. The C iv line

provides a particularly simple example, since here the emission is concentrated near a

thin ionization front that shifts backwards through the wind with increasing luminosity.

In this case, the regions of peak emission all exhibit positive responsivities of order

η ' 1. By contrast, there is no clear ionization front for Hα, which is instead mostly

produced near the outer edge of the wind. Near the disc plane, in the dense base of the

wind, the responsivity remains positive, corresponding to the positive response seen at

high velocities in Figure 4.11. However, the responsivity is mostly negative everywhere

else. In these regions, the increased continuum luminosity has changed the thermal and

ionization state in such a way as to reduce the number of photons that are produced.

Seyfert galaxies have long been attractive targets for RM campaigns, thanks to their

short characteristic delays. Our results suggest that such campaigns may be able to

test models such as ours, but considerable care needs to be taken in interpreting the

observational data. Most importantly, attempts to reconstruct the response function

from such data sets need to allow for the possibility of negative emission line responses in

parts of the velocity-delay plane. Moreover, it is not safe to assume that all rotating disc
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malised to flux at 2000 Å. Only very faint BAL features are apparent for BALQSO-like

sightlines.

winds will produce response functions with a diagonal structure running from negative

velocities and short delays to positive velocities and long delays. Such a structure is

commonly thought of as the smoking-gun of an outflow (Denney et al., 2009), but our

disc wind models do not produce this.

4.2.4 Discussion

In the previous subsection, we have presented the reverberation signatures predicted by

smooth/micro-clumped rotating disc winds for representative QSO and Seyfert galaxy

models. The resulting response functions are complex and differ substantially from those

predicted by simple models for rotating accretion discs and quasi-spherical outflows

(Welsh and Horne, 1991).

Perhaps most importantly, at the short lags that dominate the overall response, our

response functions do not usually show the “blue-leads-red” diagonal structure that

is often considered to be a characteristic outflow signature (cf. Figure 4.3). Such a

signature is really only visible in our QSO model for C iv, on timescales of & 100 days.

Given the limitations of current reverberation mapping campaigns, this is unlikely to be

detectable in practice. Instead, the response functions for our Seyfert models are roughly
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Eddington-normalized accretion rate of ṁacc ' 0.1, but we also show here an additional
Seyfert model in which the Eddington fraction is identical to the QSO model, ṁacc '
0.2. The SEDs for both Seyfert models are multiplied by a factor of 100, so they can be
shown on the same scale as that for the QSO model. The locations of the H i (13.6eV),

C iv and C iv inner shell ionization edges are marked.

symmetric, indicating that rotational kinematics dominate in the line-forming regions.

This finding is in line with earlier disc-wind modelling efforts Chiang and Murray (1996);

Kashi et al. (2013); Waters et al. (2016).

In our QSO models, the strongest response actually occurs at short lags and positive

velocities. Indeed, the overall response functions for this model could easily be (mis-

)interpreted as the ”red-leads-blue” signature of an inflow (see Figures 5 and 6). ”Red-

leads-blue” reverberation signatures have, in fact, already been observed in several AGN

and interpreted as evidence for inflows (Grier et al., 2012a; Bentz et al., 2010a; Gaskell,

1988; Koratkar and Gaskell, 1989). Based on our results, we urge caution in taking such

interpretations at face value, at least in the absence of detailed kinematic and radiative

transfer modelling of the data.

Another key feature of our disc-wind reverberation modelling is the prevalence for neg-

ative responses, particularly at low velocities and long delays. Negative responsivities

are a common occurrence in smooth/micro-clumped flows, as an increase in the ionizing
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Figure 4.11: The velocity-resolved
EWRF (upper) and response func-
tion (lower) for Hα in the Seyfert
model, shown for time delays up to
3.2 days. The violet lines illustrate
the function edges for a Keplerian
disc at the wind launching radius,
and the ν ∝ τ−1/2 ”virial flow” en-

velope.

Figure 4.12: The velocity-resolved
EWRF (upper) and response func-
tion (lower) for C iv in the Seyfert
model, shown for time delays up to
3.2 days. The violet lines illustrate
the function edges for a Keplerian
disc at the wind launching radius,
and the ν ∝ τ−1/2 ”virial flow” en-

velope.

H I

15 16

Log X (cm)

13

14

15

L
og

 Z
 (

cm
)

C IV

15 16

Log X (cm)

-5 -4 -3 -2 -1 0

Log (nion/nelement)

Figure 4.13: The H i and C iv ion-
ization fractions within the wind in
the Seyfert model. This graph shows
a smaller region of the wind than fig-
ure 4.7 as the outflow is overionized
in the Seyfert model and does not
show emission in common RM lines.

H�

15 16

Log X (cm)

13

14

15

L
og

 Z
 (

cm
)

−7 −6 −5 −4 −3 −2

Log LH� (ergs s−1 cm−3)

C IV

15 16

Log X (cm)

−5 −4 −3 −2 −1 0

Log LC IV (ergs s−1 cm−3)

Figure 4.14: The line emissivity
distribution for the Hα and C iv lines
in the Seyfert model. This graph
shows a smaller region of the wind
than figure 4.8 as the outflow is overi-
onized in the Seyfert model and does
not show emission in common RM

lines.



www.manaraa.com

114 Chapter 4 Reverberation of disk winds in AGN

Figure 4.15: The local responsivity η for Hα (left) and C iv (right). Colour indicates
responsivity, brightness indicates local emissivity. The brightest cells on the figure are
in the upper 99.9% of cells for line emission; other cell brightnesses are scaled linearly

to this value.

continuum shifts the line-forming region through the flow, enhancing the emissivity in

some regions, but reducing it in others. This is similar to the way in which negative

responsivities can arise in “pressure-law” models containing a significant portion of op-

tically thin clouds Goad et al. (1993). As such, we predict that negative responses will

arise in a wide range of systems, not just our specific model.

The process of inferring response functions from observational data is sensitive to nega-

tive responsivities in parts of the velocity-delay plane. At least one technique that allows

for this possibility is available (Regularized Linear Inversion: Krolik and Done (1995);

Skielboe et al. (2015)). However, both of the two most widely used methods – maximum

entropy inversion (Krolik et al., 1991; Horne et al., 1991; Horne, 1994; Ulrich and Horne,

1996; Bentz et al., 2010a; Grier, 2013) and forward dynamical modelling (Pancoast et al.,

2011; Waters et al., 2016) – explicitly assume that the responsivity is positive-definite.

Given that negative responsivities are quite common in smooth/micro-clumped BLR

models, this may not be a safe assumption.

We have also pointed out the weakness of BAL features in the spectra we have calculated

for our Seyfert model, even for sightlines that look directly into the wind cone. This

same sightline does produce strong BAL features in our QSO model. This behaviour

is consistent with the observational dearth of BAL features in Seyfert galaxies. In our

models, the absence of strong BALs in Seyferts is associated with the higher ionization

state of their outflows. This is interesting, since it implies that disc winds might be

ubiquitous in Seyfert galaxies – and even dominate the BLR emission – even though
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hardly any of them show the BAL features that are the smoking gun for such outflows

in QSOs.

4.2.4.1 Comparison to empirical lag-luminosity relations

A detailed comparison of our predicted response functions to observations is beyond the

scope of the present study. However, it is instructive to ask whether the characteristic

delays we predict for the C iv and Hβ lines are broadly consistent with the trends that

have been established empirically (Peterson et al., 2005, 2006; Bentz et al., 2013).

An important consideration here is how to calculate the appropriate characteristic delay.

In observational analyses, lags are usually estimated from the cross-correlation function

(CCF) of the line and continuum light curves. More specifically, a typical procedure is

to quote the centroid of the CCF, calculated within some fixed distance from the peak

of the CCF. As discussed in detail by Welsh (1999), the CCF is equal to the velocity-

integrated 1-D EWRF/response function convolved with the auto-correlation function

of the continuum. Thus the CCF is simply a blurred version of the 1-D EWRF/response

function. Consequently, we estimate characteristic delays for our models by calculating

the centroid of the EWRF/response function within 80% of its peak (cf De Rosa (2015)).
1

Figure 4.16 shows the empirical lag-luminosity relations for both transitions, over a

luminosity range that includes both Seyferts and QSOs. The luminosities and mean

lags predicted by our models are also shown. The luminosities are those that would be

inferred from the spectrum observed for this particularly sightline (i.e. λLλ = 4πd2λFλ).

For comparison, we show delays estimated from both EWRFs and response functions

for our standard Seyfert and QSO models.

Figure 4.16 shows that the lags predicted by our standard Seyfert and QSO models are

too small to match observations, by about an order of magnitude. The slope of the line

connecting low- and high-luminosity models matches the data very well, however. Thus

our models reproduce the observed power-law index of the lag-luminosity relation, but

not its normalization. In principle, the simplest way to reconcile models and observations

would be to move the wind-launching region radially outwards in the accretion disc. In

practice, this will also require other parameter changes in order to roughly preserve the

ionization state and spectral signatures of the outflow.

1It is worth noting that centroid delays calculated across the entire EWRF can be significantly
longer, by as much as ×3 or more. Moreover, the overall response of the Hα line in our Seyfert model –
integrated over both velocity and delay – is negative, so it is hard to justify any estimate of a a global
centroid delay for this line.
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4.2.4.2 The inclination dependence of the virial product

As mentioned in subsection 4.2.1, RM-based SMBH mass estimates rely on the deter-

mination of the so-called virial product, cτBLRv
2
BLR/G. Even if the velocity field in the

BLR is dominated by the gravitational field of the SMBH, the virial product is, strictly

speaking, not an estimate of MBH , but is only proportional to it,

MBH = fcτBLRv
2
BLR/G, (4.9)

where f is the constant of proportionality (the so-called ”virial factor”). The need to

introduce f arises primarily because the BLR is unlikely to be spherically symmetric. As

a result, the measured lags and velocities are both expected to depend on the observer

orientation with respect to the system. In such situations, f will then also depend on

the emission line that is being used, due to the ionization stratification of the BLR.

There have been several attempts to estimate a “typical” or mean value for f . The

derived values typically lie in the range 3 . f . 6 (e.g. Onken et al., 2004; Woo et al.,

2010; Park et al., 2012; Grier, 2013; Ho and Kim, 2014). More recently, Pancoast et al.

(2014a) carried out an inverse RM analysis for several AGN in order to constraint the

geometry and kinematics of the BLR. The inclination-dependence of the virial product

– i.e. f(i) – is a byproduct of their analysis and is shown in Figure 4.17. We also show

there the values of f predicted by Yong et al. (2016) from two types of disc wind models

in the literature (Murray et al., 1995; Elvis, 2004), for two specific inclinations. All of

these results are for the Hβ line.
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Table 4.2: Table of f factors against observation angles.

Log f
Angle Hβ ΨR Hβ ΨE

20◦ 0.9102 0.8738
30◦ 0.3011 0.3330
40◦ 0.1410 0.1239
50◦ 0.0509 0.0293
60◦ -0.0508 0.0965
75◦ 0.2478 0.3573

For our own models, MBH is an input parameter, and we can measure vBLR from our

predicted spectra and τBLR from our reverberation modelling. We can therefore easily

calculate f(i) for the models. The results for our MBH = 109 M� QSO model are

given in Table 4.2, where we provide our estimates of the virial factor associated with

the Hβ line for five viewing angles. In Figure 4.17, we compare these calculations to

the results of Pancoast et al. (2014a) and Yong et al. (2016). Pancoast et al. (2014a)

model observations of AGN with 106 .MBH . 107M�, whilst Yong et al. (2016) adopt

MBH = 108M� for their models. Despite these differences in MBH , we find reasonable

agreement between all of these estimates, as well as with the results of Storchi-Bergmann

et al. (2017).

We do see one feature in our calculations of the virial factor that is not present in the

simulations of Yong et al. (2016). At angles approaching the edge of the wind cone, f

increases markedly in our models. This increases arises as sightlines close to the disc

wind see their blue wing suppressed significantly, narrowing the line and reducing the

estimated vBLR. Sightlines through the disc wind experience an even greater suppression

of their blue wing, but this is counterbalanced by an increase in the associated delay.

Real AGN disc winds are unlikely to have sharp edges, of course. In any case, there is

currently no observational data at high inclinations that could be used to look for such

a feature.

4.2.5 Summary

Reverberation mapping has become an important tool for studying the structure of the

broad line region of AGN. Here, we have used a Monte Carlo radiative transfer code to

calculate the reverberation signatures for rotating disc wind models of the BLR. The

QSO model presented by Matthews et al. (2016) is used to describe high-luminosity

AGN, while a scaled-down version of this model (with parameters similar to NGC 5548)

is used to describe moderate-luminosity Seyferts. We present spectra, velocity-delay

maps and lag-luminosity relationships for the Hα and C iv emission lines for these

models. Our main conclusions are as follows:
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• Smooth/micro-clumped disc-wind models of the BLR can produce negative re-

sponses in parts of the velocity-delay plane. This possibility needs to be taken

into account when reconstructing response functions from observational data.

• The kinematics of the line-forming region tend to be rotation-, rather than outflow-

dominated. In some lines, and at short delays, the red wing can even lead the blue

wing, a signature usually thought of as characteristic of inflow.

• The classic ”blue-leads-red” outflow signature can usually only be observed in the

long-delay limit.

• The slope of the lag-luminosity relations predicted by the models is consistent

with observations, but the centroid delays are too short, by about an order of

magnitude.

• The dependence of the ”virial product” on viewing angle in our models is consistent

with the relationship suggested by recent observational modelling efforts.

Whilst our conclusions have been derived for a specific disc wind model, many of them

can be applied more generally.
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Chapter 5

Testing Reverberation Mapping

Inversion Methods

5.1 Introduction

Recent observational campaigns like AGN-STORM (De Rosa et al., 2015), the LICK

AGN Monitoring Project (Bentz et al., 2009b) and others (Du et al., 2014; King et al.,

2015; Shen et al., 2015) have focused on obtaining data with both high wavelength

and time resolution. This enables velocity-resolved reverberation mapping of a large

number of systems, allowing us to gain an insight into the kinematics of the AGN

population. Studies have already shown a very mixed set of results, with AGN exhibiting

response functions dominated by an assortment of Keplerian rotation, inflows (Ulrich

and Horne, 1996; Grier, 2013; Bentz et al., 2008, 2010a; Gaskell, 1988; Koratkar and

Gaskell, 1989) and outflows (Denney et al., 2009; Du et al., 2016). Given the broad

range of signatures observed, it is necessary to understand whether these varied results

are a genuine reflection of the variety of AGN geometries and kinematics. There exists

the potential that they instead arise from the limitations of the deconvolution techniques

used to recover the response functions, as to date they have only been tested against

more simple model response functions. To investigate this, we set up collaborations

with the two main groups working on velocity-resolved reverberation mapping of AGN;

Prof. Keith Horne and his MEMEcho code (Horne, 1994; Horne et al., 2004) and Prof.

Anna Pancoast and her CARAMEL code (Pancoast et al., 2011, 2014a). We performed

a blinded test of the codes, providing both groups with a time-series of synthetic line

profiles from an artificial observing campaign without informing them of the response

function used to generate them. We then tested their ability to recover the response

maps from these datasets; both comparatively simple ones, and more complex features

like negative responses. Our collaborators were not made aware of the specific response

121
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functions being used until after they had performed their de-convolution and written

their analysis of their recovered response functions.

5.2 Journal paper

The journal paper reproduced below is in preparation to submit to the Monthly Notices

of the Royal Astronomical Society in 2018. Thanks to unanticipated delays on our

collaborators’ end, it has not been possible to provide a final, submitted version of the

paper. We anticipate the draft to be altered due to the last-minute submission of a fit

to the Seyfert model by Prof. Keith Horne 3 days before the thesis submission deadline.

The authors of each code were responsible for writing both the method section describing

the code’s operation, and for the blinded analysis of the results of each code.
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5.2.1 Introduction

Reverberation mapping (RM) has become a powerful tool for determining the physical

properties of Active Galactic Nuclei (AGN; Peterson 1993). As the continuum of an AGN

varies, each broad emission line (BEL) in its spectrum usually responds with a mean

lag, τ , on the order of hours to months, depending on the luminosity of the system and

the specific transition involved (Onken et al., 2004; Kaspi and Netzer, 1999; Kaspi et al.,

2005). By associating this lag with the light travel time from the central engine to the

line-forming region, one obtains an estimate for the size of the broad line region (BLR),

RBLR ' cτ . Moreover, BELs in Type I AGN are substantially Doppler-broadened, so

the width of a line is a measure of the velocity field in the BLR. If this is assumed to be

roughly virialised – vBLR '
√
GMBH/RBLR – a black hole mass estimate can also be

found immediately as MBH ' cτBLRv2
BLR/G.

In reality, line-emitting material at any given distance from the central engine can pro-

duce a wide range of observed lags. Equivalently, any given lag can in principle be

produced by line-emitting material across a wide range of distances. More specifically,

iso-delay surfaces around a point source form a set of concentric paraboloids of revolu-

tion centred on the line connecting the observer and the source (Figure 5.2.1; Peterson

et al. (2004)). Which parts of an iso-delay surface actually produce the observed line

emission at a given lag – and which iso-delay surfaces actually contribute to a given line

– depends on the geometry, density and ionisation state of the BLR, as well as on the

inclination of the observer with respect to the system. In addition, different parts of a

given line – e.g. red and blue line wings – will exhibit different responses, depending

on the kinematics of the BLR. For example, if the BLR is dominated by outflow kine-

matics, material moving towards the observer is also physically closest to the observer.

The response of the blue wing is expected to lead that of the red wing in this case (see

Figure 5.2).
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Figure 5.1: Iso-delay contour from Peterson et al. (2004).

The true response of a given line to continuum variations is therefore actually a distri-

bution function over (at least1) time delay and radial velocity. Moreover, the shape of

this function encodes information about the structure of the BLR – its geometry, kine-

matics and ionisation state – on otherwise unresolvably small physical scales (Welsh and

Horne, 1991). Thus, provided we can decode them, time- and velocity-resolved response

functions (aka “velocity-delay maps”) provide us with a powerful tool for determining

the physical nature of the BLR.

Several recent observational campaigns have obtained time-resolved spectroscopic data

sets designed to allow the recovery of such 2-D response functions (De Rosa et al., 2015;

Du et al., 2014). These efforts have produced a wide range of apparent kinematic signa-

tures, from simple rotation to both inflows (Ulrich and Horne, 1996; Grier, 2013; Bentz

et al., 2008, 2010a; Gaskell, 1988; Koratkar and Gaskell, 1989) and outflows (Denney

et al., 2009; Du et al., 2016). This variety of recovered response functions suggests

that either the BLR is a much more heterogeneous entity than envisaged by current

unification models, or that we are not correctly recovering and/or interpreting response

functions from observational data. The aim of this paper is to test the latter possibility.

It is reasonable to worry about our ability to infer the physical structure of the BLR

from the available observational data. Fundamentally, the issue is that this type of

inference represents an ill-posed inverse problem. In particular, even though any time-

resolved spectroscopic data set of finite quality contains some information about the BLR

geometry and kinematics, this provides no guarantee of uniqueness. Thus, in principle,

1In principle, the line response also depends on the (possibly variable) source SED, on the amplitude
and shape of the continuum variations and on possibly physical changes in the BLR structure over the
duration of any observation.
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many physically different BLR structures might all produce very similar observational

signatures. In practice, external constraints (aka “regularisation”) are usually used to

select a unique solution from the set of models that are consistent with the data. The

challenge is establishing that the selected solution is the physically correct one.

In the context of reverberation mapping, two very different approaches to this problem

are currently in wide-spread use. The first, MEMEcho (Horne et al., 1991; Horne,

1994), uses a maximum entropy approach to reconstruct a smooth velocity-delay map

from noisy time-resolved spectroscopic data sets. The physical interpretation of this

map (in terms of BLR geometry and kinematics) is left to the expert user and is usually

based on comparisons to basic toy models of the BLR. The second method, CARAMEL

(Pancoast et al., 2011), implements a simple, but highly flexible picture of the BLR as

a large population of “clouds”, whose geometry, kinematics and reprocessing properties

can be adjusted (within limits) to match the observations. Here, the physical interpre-

tation is – to some extent – built in. For example, if most clouds in the best-fitting

model have outflow kinematics, the BLR would be characterised as an outflow.

An excellent way to validate these methods is to test them in a controlled manner against

a known response function. We can do this by calculating the response function for a

physically-motivated BLR model and using this to generate a simulated spectroscopic

time series that is comparable in quality to those provided by current observing cam-

paigns De Rosa et al. (2015). We can then run both MEMEcho and CARAMEL on

this mock data set and check the results against “ground truth” (which is known in

this case). Here, we implement this idea by building on the results of Mangham et al.

(2017). There, we used a radiative transfer and ionisation code (Long and Knigge, 2002)

to produce physically-motivated response functions for one candidate BLR geometry, a

rotating biconical disk wind (Shlosman and Vitello, 1993). We now take these response

functions and, taking a real UV light curve (Fausnaugh et al., 2016) as the driving con-

tinuum, use them to generate mock spectroscopic observing campaigns. The two specific

model response functions we use are based on a high-luminosity QSO and low-luminosity

AGN disk wind model, respectively. One of these satisfies standard assumptions about

response function behaviour (i.e. linear positive response with increasing luminosity),

the other one does not. Taken as a pair, they provide a sensitive test of MEMEcho

and CARAMEL in very different regimes.

The remainder of this paper is organised as follows. In section 5.2.2, we outline the

theory behind RM. In section 5.2.3, we describe the radiative transfer and ionisation

code we use to generate our simulated response functions and explain how our response

functions are then used to generate the time series of spectra in the mock observing

campaign. The authors of the inversion tools MEMEcho and CARAMEL then describe

their respective methods. In section 5.2.4, we compare the response functions recovered

by each method to the actual response functions that were used to generate the time
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series of spectra, and discuss the implications of these comparisons. Finally, in section

5.2.4.5, we summarise the results of this work.

5.2.2 Background

5.2.2.1 Reverberation Mapping: Basic Principles

Reverberation mapping is based on the premise that the BLR reprocesses the ionising

continuum from the central source into line emission. Fluctuations in the continuum

propagate outwards at the speed of light, causing changes in the line emission when they

interact with material in the BLR at later times. The time-scale on which this material

response – i.e. the time-scale on which ionisation equilibrium is established in the BLR

– is thought to be short compared to both the continuum variability and light-travel

time-scales. The contribution of BLR material at position r to the total line luminosity

observed at time t then depends only on the continuum luminosity at the earlier time

t− τ . Here, τ is the additional time required for light emitted by the central engine to

reach the observer via a path that includes r.

5.2.2.2 1-D Response Functions: Delay Distributions

If the line response is perfectly linear – i.e. if each location in the BLR always produces

a fixed number of line photons per continuum photon – the total line luminosity at time

t is then just

L(t) =

∫ ∞
0

C(t− τ)ΨR(τ)dτ, (5.1)

where Ψ(τ) is the so-called 1-D response function or delay distribution. More specifi-

cally, Ψ(τ) is the weighted average reprocessing efficiency of all parts of the BLR that

contribute to the response observed at a delay τ .

In reality, line responses are not perfectly linear. A better approximation is to linearise

the response around reference (e.g. long-term average) continuum and line luminosities

(e.g. Horne 1994):

C(t) ' C0 + ∆C(t), (5.2)

and

L(t) ' L0 + ∆L(t). (5.3)

We can then define the response function to refer to only the variable parts of the

luminosities,

∆L(t) =

∫ ∞
0

∆C(t− τ)ΨR(τ)dτ. (5.4)

This model can deal with globally non-linear responses, so long as the continuum varia-

tions are small enough to ensure that the local response remains approximately linear.
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Conceptually, the 1-D response function, Ψ(τ) describes how the line emission produced

by a sharp continuum pulse is spread across a range of time delays, τ . Mathematically,

the response function is just the partial derivative

ΨR(τ) =
∂L(τ)

∂C(t− τ)
. (5.5)

We can make the dependence of the response function on the local conditions within the

BLR more explicit by writing it in terms of the line luminosity per unit volume,

ΨR(τ) =

∫
VBLR

∂l(r)

∂C(t− τ)
δ(τ(r)) dV. (5.6)

Here, the integral on the right-hand-side is over the entire volume of the BLR, ∂l(r)/∂C(t−
τ) is the line response per unit volume at location r, and the delta function ensures that

only locations that produce the correct delay contribute to the total response at τ .

5.2.2.3 2-D Response Functions: Velocity-Delay Maps

The 1-D response function can be calculated straightforwardly from Equation 5.6 for

any given BLR geometry and emissivity distribution. However, ΨR(τ) many different

physical models of the BLR could, in principle, produce the same delay distribution.

One way to partially break this degeneracy is to add kinematic, i.e. velocity, information.

We can do this by splitting our emission line light curve into distinct radial velocity bins

and constructing the delay distribution separately for each bin. This immediately leads

to velocity-resolved versions of Equations 5.4-5.6:

∆L(v, t) =

∫ ∞
0

∆C(t− τ)ΨR(v, τ)dτ, (5.7)

ΨR(v, τ) =
∂L(v, τ)

∂C(t− τ)
, (5.8)

ΨR(v, τ) =

∫
VBLR

∂l(r)

∂C(t− τ)
δ(τ(r)) δ(v(r)) dV. (5.9)

Here, v(r) is the radial velocity at position r in the BLR. The 2-D response function,

ΨR(v, τ), is also often referred to as the velocity-delay map of the BLR.

5.2.2.4 Reverberation Mapping in Practice: Constructing

a Data-Driven BLR Model

The addition of kinematic information lifts some of the degeneracy associated with

ΨR(t). For example, inflows and outflows that differ only in the sign of their velocity

vector will produce identical 1-D response functions, but very different velocity-delay
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maps. As illustrated in Figure 5.2 (c.f. Horne 1994), inflow [outflow] kinematics are

generally expected to produce a “red-leads-blue” [“blue-leads-red”] signature in ΨR(v, t).

Similarly, pure rotation tends to produce symmetric velocity-delay maps, whose envelope

is defined by the dependence of the rotation speed on distance from the central object.

However, in physically motivated models, such as the rotating disk wind model of

Matthews et al. (2016), we may expect to see a mix of these signatures. Moreover,

the geometry of the line-emitting region will also depend strongly on the ionisation

structure of the BLR. In fact, the line response may even be negative in parts of the

velocity-delay space, as the associated sections of the wind become over-ionised and

stop emitting. These effects can significantly complicate the interpretation of ΨR(v, t)

(Mangham et al., 2017).

Fundamentally, the issue is that even 2-D reverberation mapping is non-unique: a given

data set, C(t) and L(v, t), may be consistent with many different physical BLR models.

This is easy to understand. A full physical picture of the BLR requires us to specify at

least the density and velocity at each position. Suppose we were to discretise the BLR

spatially and kinematically into just 10 bins in each of these 7 parameters (position

vector, velocity vector, density). The resulting model space then contains 107 distinct

parameter combinations, which vastly exceeds the number of data points in any realistic

set of observations. In order to find a unique solution for this type of ill-posed inverse

problem, additional “regularisation” constraints have to be provided (e.g. based on

physics, geometry, kinematics, smoothness, etc).

Two different approaches have so far been used to develop a data-driven physical picture

of the BLR from time- and velocity-resolved observational reverberation mapping cam-

paigns. In the first approach, the primary aim is the construction of ΨR(v, t) from the

data. Even this is an inverse problem, but determining a 2-D response function is a much

more constrained problem than inferring an at least 7-D physical description of the BLR.

The interpretation of the velocity-delay map in terms of an underlying physical picture

is up to the user in this approach. Typically, this is based on a qualitative comparison

of the recovered ΨR(v, t) to the response functions expected from simple toy models,

such as those in Figure 5.2. We will refer to this as the “inverse approach”. In our tests,

this approach is represented by MEMEcho (Horne, 1994). The SOLA method (Pijpers

and Wanders, 1994), regularised linear inversion (Krolik and Done, 1995; Skielboe et al.,

2015) and the Sum-of-Gaussians method (Li et al., 2016) all belong to this class as well.

The second approach is to build a highly flexible physical model of the BLR, whose

parameters can be adjusted to fit the observed L(v, t), using the observed C(t). In

principle, this approach does not require ΨR(v, t) to be calculated explicitly for either

the model or the data. In practice, the response function of the best-fitting model still

provides a useful visualisation tool and is easy to calculate from Equation 5.9. The

advantage of this approach is that the optimal fit parameters immediately provide a



www.manaraa.com

Chapter 5 Testing RM Inversion Methods 129

basic physical picture of the BLR. A key risk is that the parametrisation of the model is

incapable of describing the true BLR. This method also requires the implementation of

all the physics needed to predict L(v, t) from C(t) for any given set of model parameters.

We will refer to this as the “forward-modelling approach”. It is represented in our test

by CARAMEL (Pancoast et al., 2011, 2014a,b), which models the BLR as a population

of reflecting, non-interacting clouds.

In our tests, the inverse approach is represented by MEMEcho (Horne, 1994), which

uses the maximum entropy method to reconstruct ΨR(v, t). The SOLA method (Pi-

jpers and Wanders, 1994), regularised linear inversion (Krolik and Done, 1995; Skielboe

et al., 2015) and the Sum-of-Gaussians method (Li et al., 2016) all belong to this class

as well. The forward-modelling approach is represented in our tests by CARAMEL

(Pancoast et al., 2011, 2014a,b), which models the BLR as a population of reflecting,

non-interacting clouds. MEMEcho and CARAMEL are described more fully in in

sections 5.2.3.4 and 5.2.3.5, respectively.

5.2.3 Methods

5.2.3.1 Simulating an Observational Campaign

5.2.3.1.1 Line Formation in a Rotating Disk Wind

We use the radiative transfer and ionisation code Python to simulate the formation of

the Hα emission lines in a rotating, biconical accretion disk wind model of the BLR.

Python has already been described several times in the literature (Long and Knigge,

2002; Sim et al., 2005; Noebauer et al., 2010; Higginbottom et al., 2013, 2014; Matthews

et al., 2015, 2016), so we give only a brief description of it here. Given a specification

of the radiation sources, as well as of the disk wind geometry and kinematics, the code

performs an iterative Monte Carlo ionisation and radiative transfer simulation. It follows

the paths of photons generated by a central X-ray source, an accretion disk and the

wind itself through the system, records their interactions with the wind, and calculates

their effect on the local temperature and ionisation state. Once all photons in a given

iteration have traversed the grid, the temperature and ionisation state of each wind cell

is updated. This changes the emission profile and opacity of the wind, so the radiation

transfer process is repeated. The ionisation state is then recalculated, and this process

is iterated until the temperature and ionisation state of the wind has converged. Once a

converged wind has been produced, it is used to generate detailed spectra for a range of

user-specified observation angles. This convergence process requires a sufficiently high

number of photons be generated to ensure a low Poisson noise throughout all important

areas of the wind.
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Figure 5.2: Outline response functions and schematics for Hubble-type spherical out-
flow (left), a rotating Keplerian disc viewed at a 20◦ angle (centre), and Hubble-type
spherical inflow (right). Winds extend from rmin = 20rg to rmax = 200rg for an AGN
of mass 107M�. Hubble out/inflows have V (rmin) = ±3 × 103 km s−1. Solid lines
denote the response from the inner and outer edges of the winds, dotted lines from
evenly-spaced shells within the wind. Pale lines describe the edge of the velocity-delay

shape of the response function.
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Figure 5.3: Sketch of the biconical disc wind geometry from Matthews et al. (2016).

The basic disk wind geometry we adopt for the BLR is illustrated in Figure 5.3. For

the purpose of testing RM inversion methods, we consider two specific parameter sets:

the Seyfert and QSO models from Mangham et al. (2017). These were chosen because

they represent plausible, physically-motivated response function signatures and display

a range of behaviours that allow us to investigate the capabilities of inversion tools to

cope with both straightforward and unusual response functions (see Section 5.2.3.2). All

relevant parameters of these models – along with brief explanations of what they encode

– are provided in Table 5.1. The mean line profiles produced by our two models are

shown in Figure 5.4.

5.2.3.1.2 Creating Response Functions

We use Python to generate response functions using the methodology as described in

Mangham et al. (2017). Briefly, the response function, ΨR, is a measure of how the

change in emission of a given line at time t depends upon changes in the continuum at

a range of previous times t− τ . This requires making the assumption that the response

function is not dependent on the incident continuum luminosity. If this is the case, then

the response function can also be mirrored in time: it describes not only how the line

emission observed at time t depends on the continuum at time t− τ , but also how the
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Table 5.1: Model parameters

Parameter Symbol, units Seyfert Seyfert, rescaled QSO QSO, rescaled
Original SMBH mass MBH, M� 107 1.33× 108 109 1.94× 108

Accretion rate Ṁacc, M� yr−1 0.02 5

ṁacc, ṀEdd ≈ 0.1 ≈ 0.2
X-ray power-law index αX −0.9 −0.9
X-ray luminosity LX , erg s−1 1043 1045

X-ray source radius rX , rg 6 6
rX , cm 8.8× 1012 1.17× 1014 8.8× 1014 1.71× 1014

Accretion disc radii rdisc(min) rX rX
rdisc(max), rg 3400 3400
rdisc(max), cm 5× 1015 6.63× 1016 5× 1017 9.69× 1016

Wind outflow rate Ṁw, M� yr−1 0.02 5
Wind launch radii rmin, rg 300 300

rmin, cm 4.4× 1014 5.83× 1015 4.4× 1016 8.53× 1015

rmax, rg 600 600
rmax, cm 8.8× 1014 1.17× 1016 8.8× 1016 1.71× 1016

Wind launch angles θmin 70◦ 70◦

θmax 82◦ 82◦

Terminal velocity v∞(r0) vesc(r0) vesc(r0)
Acceleration length Rv, cm 1016 1.33× 1017 1019 1.94× 1018

Acceleration index α 1.0 0.5
Filling factor fV 0.01 0.01
Viewing angle i 40◦ 40◦

Number of photons 6× 109 1× 1010
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Figure 5.4: Mean line profiles for our the Hβ line in our QSO and Seyfert models.
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continuum at time t propagates out to change the line emission at time t+τ . As a result

of this, we can derive the response function ΨR by forward-modelling. An instantaneous

change in continuum luminosity at time t drives changes in line emission at a range of

times t+τ . These changes can be calculated by tracking the photons in our Monte Carlo

simulation and calculating their arrival time delay, τ , from their path. These photons

are then binned by velocity and delay to produce a response function ΨR(v, τ).

In order to match the average ≈ 3 day delays seen in Hβ for NGC5548 (Bentz et al.,

2013), we rescale the time axis in our response functions so that the peak delay occurs

at ≈ 3 days. The resulting rescaled response functions no longer correspond directly to

a fully self-consistent BLR model, but this is not a concern for the purpose of testing

RM inversion methods. Here, our main requirement is simply to have known response

functions that (a) are characterised by an empirically-motivated mean delay, and (b)

account for the complexities associated with physically motivated BLR models (e.g.

mixed kinematics, complex emissivity distributions, negative responses).

The response functions calculated for our two models in this way are shown in Figures 5.5

and 5.6. The striping effects visible in the response are artefacts of our simulation grid.

Removing them entirely would require an impractically high resolution. Since a realistic

level of noise is added to our simulated time series before passing them to the inversion

methods, our results are not sensitive to these low-level artefacts.

5.2.3.2 Generating Spectroscopic Time Series

Actual RM campaigns do not observe response functions; they observe spectroscopic

time series. In order to test RM methods, we therefore have to generate such time

series from our models. Equation 5.7 shows how the response function can be used to

translate changes in the ionising continuum into corresponding emission line changes.

In the limit of small changes in ionising continuum luminosity, the response function

ΨR is constant. In this case, the time-dependent emission line, L(v, t), can be expressed

straightforwardly as

L(v, t) = L0(v) +

∫ ∞
0

ΨR(v, τ)∆C(t− τ)dτ, (5.10)

where L0(v) is the base-line reference spectrum (c.f. Equation 5.3). We use Equa-

tion 5.10 to generate the spectroscopic time series for our simulated observing cam-

paigns.

The code for producing these time-series is written in Python using the Numpy (Oliphant,

2015) and Astropy (The Astropy Collaboration et al., 2018) modules. We initialise each

spectrum in the time series to a base spectrum taken from an assumed mean luminosity
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model. Then, we create a grid in time between the initial and last continuum measure-

ment, with spacing equivalent to the smallest bin in our discretised response function,

ΨR(v, t). For each step in this grid, tS , we perform simple linear interpolation to ar-

rive at the value of the driving continuum, C, and thus the deviation from the mean

luminosity, ∆C(tS). Then, starting at the initial time-step, we apply the contribution

from the change in luminosity, ∆C, to the spectrum at each later time-step, tS + τ , as

ΨR(v, τ)∆C(tS). Continuing this process for every time-step yields the emission line at

time t as

L(v, t) = L0(v) +
∑
tS

ΨR(v, t− tS)∆C(tS), (5.11)

which is the mirrored, discrete equivalent to Equation 5.11. A diagram of this process for

a toy transfer function is shown in Figure 5.8. The physically-motivated design behind

this implementation (seeking to mimic the actual process giving rise to the response

function) makes it relatively intuitive and offers the scope for further development. In

particular, it is straightforward to allow for continuum-dependent response functions in

this framework, though that is not within the scope of this work.

CARAMEL works on continuum-subtracted spectra. When generating time-series for

CARAMEL, we therefore set L0 to the continuum-subtracted base spectrum from the

mean luminosity model. A simple linear fit is used to subtract the continuum under the

line. By contrast, MEMEcho is designed to work on a sequence of spectra that include

the (variable) local continuum. Denoting line plus continuum spectra as L = C+L, the

input we provide to MEMEcho can be written as

L(v, t) = L0(v) + ∆C(t) +
∑
tS

ΨRB(v, t− tS)∆C(tS). (5.12)

Here, L0(v) = C0 +L0(v), is just the base spectrum provided by Python for our mean

luminosity model.

Our variable driving continuum is based on the empirical 1158 Ålight-curve of NGC5548

from Fausnaugh et al. (2016). The light-curve is rescaled to match the mean luminosity

for each model, and the range of variation is reduced to ±50% about this mean value.

This data set contains 171 observations spread over ' 175 days. Given a BLR extending

out to Rmax, the line profile at time t will depend on continuum levels as far back as

t−2Rmax/c. It is therefore not possible to calculate self-consistent line profiles for times

earlier than 2Rmax/c in the time series, since these depend on unknown continuum

values. This affects not only our ability to simulate spectra, but any attempt to invert

observational spectroscopic time-series.

Here, we deal with this by means of a “burn-in period”, as illustrated in Figure 5.8.

Thus, we discard L(v, t) calculated at early times, when the line profiles still depend on

unobserved continuum fluxes. We do, however, retain the continuum values observed

during these early times. We thus provide both CARAMEL and MEMEcho with 171
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continuum measurements across 175 days, but only 101 simultaneous line plus continuum

spectra over 100 days. This is comparable to the best existing observation campaigns

(Du et al., 2014; De Rosa, 2015).

We finally add simulated observational errors to the spectra for each time series. We

adopt a constant absolute error in each spectral bin of each spectrum in the simulated

time series. For the QSO model, the actual level of added noise is set so that the error

on the integrated line flux measured from a single spectrum is, on average, 2% of the

peak-to-peak variation in the integrated line flux. Since this peak-to-peak variation is

much smaller for our Seyfert model – as a consequence of its globally small and negative

response (c.f. Figure 5.5), this method would produce unrealistically small errors in this

case. We therefore instead set the noise in our Seyfert time series such that, on average,

the signal-to-noise near the peak of the line in a single spectrum for the Seyfert model

is the same as for the QSO model. We also assume that the noise is drawn from a

Gaussian distribution and that all of the uncertainties are uncorrelated. Samples line

profiles from one of our simulated data sets are shown shown in Figure 5.20. The full

time-series are shown in the form of trailed spectrograms in Figure 5.9.

5.2.3.3 Blinding

In order to ensure that our tests of RM inversion methods are realistic, we carried them

out as blinded trials. Thus neither P.W. and A.P. (the CARAMEL team), nor K.H.

(the one-man MEMEcho team) were given prior access to the response function used

to generate the time-series. They were also not given the disk wind model parameters we

adopted. Instead, both were provided only with the time-series for the QSO and Seyfert

models in their preferred input format, as well as the rescaled continuum light curves

used to generate them. Neither were informed that the Seyfert model would exhibit

a negative response, but both quickly came to the conclusion it did. The following

methods sections for each technique were written after the groups had access to the

time-series and determined it contained negative responses, but before they were shown

the actual Python-generated response functions used to produce the data.

In the following subsections, the methods employed to recover response functions by the

two inversion codes are described by their respective groups.

5.2.3.4 Inversion Methods: CARAMEL

CARAMEL produces transfer functions from data by directly modelling the broad emis-

sion line region as a distribution of many massless point particles surrounding an ionising

continuum source. The particles instantaneously and linearly reprocess the AGN con-

tinuum emission and re-emit the light towards the observer in the form of emission
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Figure 5.7: Original and rescaled driving light-curves used in generating time series
of spectra, taken from NGC5548 (Fausnaugh et al., 2016).

lines. Each particle re-emits at a wavelength determined by its line-of-sight velocity and

with a time-lag determined by its position. Using the particles positions and velocities,

CARAMEL can then calculate the transfer function resulting from a given BLR model.

The model consists of a geometric component describing the positions of the point

particles and a dynamical component describing the particle velocities. In addition,

CARAMEL models the continuum light curve using Gaussian processes as a flexible

interpolator in order to produce simulated spectra at arbitrary times. By feeding the

continuum light curve through the BLR model, the code produces a time-series of spectra

that can then be directly compared to data. We use a Gaussian likelihood function to

compare the model to the data, and use the diffusive nested sampling code DNest3

(Brewer et al., 2011) to explore the parameter space of the BLR and continuum models.

The full details of CARAMEL and the BLR model are discussed by Pancoast et al.

(2014a), but the main components are described in the rest of this section.

The particles in the BLR model are first assigned radial positions drawn from a Gamma

distribution,

p(x|α, θ) ∝ xα−1 exp
(
−x
θ

)
(5.13)
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Figure 5.8: Diagram showing how a discretised toy response function Ψ(λ, τ) (top
left) applies changes in continuum luminosity ∆C to a base spectrum to form a series
of spectra at later. Top right 3 panels illustrate how a change in luminosity in a single
time step t propagates out over a range of times t+ τ . Within a spectrum, columns in
blue indicate a wavelength bin whose flux has been decreased by the transfer function
this t, columns in red a wavelength bin whose flux has been increased, and columns in
grey a wavelength bin whose flux is unchanged. Columns in white are those outside of
the t + τ range the response function applies to, and so were ineligible to be changed
this time-step. The lower panels illustrate how a discretised light curve (bottom left)
can be used to produce a final spectrum (bottom right). Only spectra for time-steps

t > t0 + τMax and t < tS,max are fully-constructed spectra.
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Figure 5.9: Trailed spectrograms generated for the continuum-subtracted Hα lines of
our QSO (left) and Seyfert (right) models over a simulated observing campaign of 98.9

days.

which allows for Gaussian-like, exponential, and heavy-tailed distributions. The distri-

bution is then offset from the origin by the Schwarzschild radius plus a minimum BLR

radius, rmin, and a change of variables between (α, θ, rmin) and (µ, β, F ) is applied:

µ = rmin + αθ (5.14)

β =
1√
α

(5.15)

F =
rmin

rmin + αθ
, (5.16)

where µ is the mean radius, β is the shape parameter, and F is the minimum radius

in units of µ. In this formalism, the standard deviation of the Gamma distribution

is σr = µβ(1 − F ). The particles are then rotated out of the plane of the disk by a

maximum opening angle, θo, and the distribution is inclined by an angle θi relative to

the observer, where θi → 0◦ is face-on. The opening angle prior is uniform between 0◦

and 90◦, and the inclination angle prior is uniform in cos θi between 0◦ and 90◦

The emission from each particle is assigned a weight between 0 and 1, determined by

W (φ) =
1

2
+ κ cosφ, (5.17)

where φ is the angle from the observer’s line of sight to the origin to the particle position,

and κ is a free parameter with uniform prior between −0.5 and 0.5. In this set-up, κ = 0,

−0.5, and 0.5 correspond to particles that emit isotropically, back towards the ionising

source, and away from the ionising source, respectively. A parameter γ, with uniform

prior between 1 and 5, allows the particles to be distributed uniformly throughout the

BLR (γ → 1) or clustered near the faces of the disk (γ → 5). This is achieved by setting

the angle between a point particle and the disk to be

θ = arccos [cos θo + (1− cos θo)U
γ ] , (5.18)
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where U is drawn randomly from a uniform distribution between 0 and 1. Finally, an

additional free parameter, ξ (uniform prior between 0 and 1), allows the disk mid-plane

to be opaque (ξ → 0) or transparent (ξ → 1).

The wavelength of light emitted by each particle is determined by its velocity, which

is in turn determined by the black hole mass, a free parameter with uniform prior in

the log of MBH between 2.78× 104 and 1.67× 109 M�, and the parameters fellip, fflow,

and θe. First, the particles are assigned to be on near-circular elliptical orbits or on

either inflowing or outflowing orbits. The fraction of particles on near-circular orbits

is determined by the free parameter fellip which has a uniform prior between 0 and

1. Those with near-circular elliptical orbits have their radial and tangential velocities

drawn from a Gaussian distribution centred on the circular velocity in the vφ−vr plane.

The remaining particles are drawn from Gaussian distributions centred on the radial

inflowing or outflowing escape velocities, where the direction of flow is determined by

the parameter fflow. fflow has a uniform prior between 0 and 1, where fflow < 0.5 (> 0.5)

indicates inflow (outflow). We also allow the centres of the inflowing and outflowing

distributions to be rotated by an angle θe towards the circular velocity in the vφ − vr
plane, where θe has a uniform prior between 0◦ and 90◦.

5.2.3.5 Inversion Methods: MEMEcho

Echo mapping assumes that a compact source of ionising radiation is located at or near

the centre of the accretion flow. Photons emitted here shine out into the surrounding

region, causing local heating and ionisation of gas which then emits a spectrum char-

acterised by emission lines as it cools and recombines. Reprocessing times are assumed

to be short compared with relevant light travel times. As distant observers, we see the

response from each reprocessing site with a time delay τ from the light travel time and

a Doppler shift v from the line-of-sight velocity. Thus the reverberating emission-line

spectrum encodes information about the geometry, kinematics, and ionisation structure

of the accretion flow.

To decode that information, we interpret the observed spectral variations as time-delayed

responses to a driving light-curve. By fitting a model to the reverberating spectrum

F (λ, t), we reconstruct a 2-dimensional wavelength-delay map Ψ(λ, τ). This effectively

“slices up” the accretion flow on iso-delay surfaces, which are paraboloids co-axial with

the line of sight with a focus at the compact source. Each delay slice gives the spectrum

of the response, revealing the fluxes and Doppler profiles of emission lines from gas

located on the corresponding iso-delay paraboloid. The resulting velocity-delay maps

Ψ(v, τ) provide 2-dimensional images of the accretion flow, one for each emission line,

resolved on iso-delay and iso-velocity surfaces.
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5.2.3.5.1 Linearised Echo Model

The full spectrum of ionising radiation is not observable, and so an observed contin-

uum light-curve, C(t), is adopted as a proxy. At each time delay τ , the responding

emission-line light-curve L(t) is then some non-linear function of the continuum light-

curve C(t−τ) shifted to the earlier time t−τ . In addition, the observed line and contin-

uum fluxes include constant or slowly-varying background contributions from other light

sources, such as narrow-line emission and starlight from the host galaxy. To model these

backgrounds and account for the non-linear BLR responses, MEMEcho employs a lin-

earised echo model, with reference levels C0 for the continuum and L0 for the line flux,

and a tangent-curve approximation to variations around these reference levels. Thus the

continuum light-curve C(t) is decomposed as

C(t) = C0 + ∆C(t) , (5.19)

and the emission-line light-curve,

L(t) = L0 +

∫
Ψ(τ) ∆C(t− τ), dτ , (5.20)

is a convolution of the continuum variations with a delay map Ψ(τ), giving the 1-

dimensional delay distribution of the emission-line response.

To model reverberations in the emission-line profile, with many wavelength channels,

we generalise the echo map from 1 to 2 dimensions, Ψ(λ, τ), and the line reference level

becomes a reference spectrum L0(λ).

5.2.3.5.2 MEMEcho fits to the synthetic QSO data

In our blind analysis, we treat the synthetic spectra in exactly the same way as in the

analysis of time-resolved spectroscopy of real AGN. Thus a linear continuum model

fitted to each of the synthetic spectra provides the continuum light-curve data, and the

continuum-subtracted spectra isolate Hα light-curve data in many wavelength channels.

Using the MEMEcho code (Horne 1994) we then perform regularised fits of the lin-

earised echo model, with parameters pk, to the synthetic data Di±σi. The data D com-

prise measurements at specific times of the continuum light-curve and of the emission-

line flux in each wavelength channel. For 1-D echo mapping, the parameters p include 3

parts: the continuum light-curve C(t), the echo map Ψ(τ), and the line reference level

L0. C(t) and Ψ(τ) are evaluated on suitable time and delay grids, with equal spacing

∆t1, interpolating as needed to match the observation times. We set the continuum

reference level C0 to the median of the continuum data, and the fit adjusts L0 accord-

ingly. For 2-D velocity-delay mapping, the data D comprise the continuum light-curve
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plus Hα light-curves in many wavelength channels, and the model parameters include

Ψ(λ, τ) and L0(λ) in the same wavelength channels.

Our MEMEcho fit is achieved by varying the model parameters p to minimise

Q(p,D) = χ2(p,D)− 2αS(p) . (5.21)

Here the “badness-of-fit” statistic

χ2 =
N∑
i=1

(
Di − µi(p)

σi

)2

(5.22)

quantifies consistency between the linearised echo model predictions µi(p) and the data

values Di ± σi. The fit employs a Bayesian prior ∝ exp {αS(p)}, where the entropy is

S(p) =
∑
k

wk { pk − qk − pk ln (pk/qk) } , (5.23)

where wk is the weight and qk is the default value of parameter pk. Note that S(p)

requires pk > 0 and that

∂Q

∂pk
= 2

N∑
i=1

Di − µi(p)
σ2
i

∂µi
∂pk

+ 2αwk ln (pk/qk) , (5.24)

so that as χ2 pulls the model prediction µi(p) toward the data Di, αS pulls each pa-

rameter pk toward its default value qk. The default values are set to weighted averages

of “nearby” parameters, e.g. q(t) =
√
p(t−∆t) p(t+ ∆t), so that the entropy favours

smoothly-varying functions C(t) and Ψ(τ). We also “pull down” on Ψ(τ) at the max-

imum delay τmax = 30 d. The weights wk depend on control parameters. Increasing

the control parameter W “stiffens” structure in Ψ(τ) relative to that in C(t). Similarly,

in 2-D velocity-delay mapping, a second parameter A controls the trade-off in Ψ(λ, τ)

between structure in the delay vs wavelength direction, and parameter B controls “stiff-

ness” of L0(λ).

In practice we use MEMEcho to follow a maximum entropy trajectory from an initial

large value of α and corresponding large χ2, decreasing α and thus χ2 gradually until an

“acceptable” χ2 is reached. A measure of the angle between the gradients of S and χ2

provides evidence that the fit at each chosen χ2 level is converged to machine precision.

A value near χ2/N = 1 is expected for N data values with reliable error bars when

the linearised echo model can achieve an acceptable fit. Attempts to lower χ2 too far

result in a dramatic increase in S as the parameters become noisy due to over-fitting

noise in the data. From the resulting series of MEMEcho fits we choose the control

parameters W and A and the χ2 level so as to achieve plausible fits that reproduce the

data well while keeping relatively smooth the continuum light-curve C(t) and response

maps Ψ(λ, τ).
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5.2.4 Results and Discussion

In the following sections, we will present the blinded analysis and interpretation of the

simulated QSO data, as obtained by the two methods and written up by their respective

teams (MEMEcho Section 5.2.4.2; CARAMEL: 5.2.4.3). We will then unblind the

analysis and compare the blind results to “ground-truth”, i.e. to the known response

function and the underlying QSO BLR model (5.2.4.4).

Perhaps unsurprisingly, both deconvolution methods struggled to deal with the negative

line responses exhibited by our Seyfert model. Since neither method obtained acceptable

fits to the simulated line light curves for this model, it does not make sense to force

a detailed analysis and interpretation of the “best” models. If similarly poor fits were

obtained for actual data, we would expect this to be interpreted (correctly) as evidence of

a mis-specified model. In Section 5.2.4.1, we therefore simply summarise the difficulties

encountered by both deconvolution methods when faced with the Seyfert model.

5.2.4.1 MEMEcho and CARAMEL Results for the Seyfert model

The response function for the Hα line for the Seyfert model is shown in figure 5.5. It

is dominated by negative responses at low Doppler shifts and long delays, to the extent

that there is a net negative response. As discussed in Mangham et al. (2017), this model

includes substantial emission from the extended, low-density parts of the wind. As

the ionising continuum luminosity increases, these regions become over-ionised, which

reduces the Hα emission produced at large radii. By contrast, the denser wind base is

not over-ionised and responds positively to the increased continuum luminosity. This

combination of a net negative response and a change in the characteristic emission radius

with ionising continuum is a plausible behaviour. It has been observed in Cackett and

Horne (2006), though there the authors observe an increase in radius with ionising

continuum. A possible negative correlation of the Hα response with ionising continuum

can also be seen in the AGN STORM dataset of Pei et al. (2017) (epoch T2 of Figure

7 ).

Neither MEMEcho nor CARAMEL were able to successfully fit our simulated Seyfert

data set. In both cases, the underlying problem is the negative line response presented

by this model. On the one hand, it is reassuring that neither method was “fooled”

by this data set – i.e. both methods failed, rather than producing misleading results.

On the other hand, the inability of both methods to deal with negative emission line

responses is a significant limitation. In particular, it is unclear whether this limitation

may cause serious systematics in cases where the net response is clearly positive, but

where specific parts of the BLR exhibit negative responsivity. Answering this question

is beyond the scope of the present paper, but must be the focus of future work in this

area. It is also worth noting that there are deconvolution methods that explicitly allow
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for negative responsivities, such as regularised linear inversion (Krolik and Done, 1995;

Skielboe et al., 2015) and even the extension to MEMEcho discussed by Horne (1994).

In order to provide some insight into how and why the methods we have tested struggle

with the negative-response Seyfert model, we show in Figure 5.10 a summary of the

fits to this data set achieved by CARAMEL. The overall shape of the Hα line profile

is reproduced very well, but none of the CARAMEL models succeeds in acceptably

reproducing the integrated emission line light curve. The overall increases and decreases

in flux are captured by most models, but CARAMEL fails to model the long-term

negative slope of the light curve which is not present in the continuum light curve.In

their interpretation of these results, the CARAMEL team correctly highlighted that this

failure may be due to a non-linear response.

5.2.4.2 Blind Analysis and Interpretation: MEMEcho Results for the QSO

model

5.2.4.2.1 1-D delay maps Ψ(τ) for the QSO simulation

In Fig. 5.11 we show the results of a successful MEMEcho fit to the synthetic QSO

data. The lower panel shows the continuum light-curve data, with error bars too small

to see, and in blue the fitted model driving light-curve C(t). The upper right panel

shows the integrated line profile data points with error bars (green) and the fitted line

light-curve L(t) (blue). The reference levels, C0 for the continuum and L0 for the line,

are indicated by horizontal red lines. The line variations L(t) − L0 are obtained by

convolving the continuum variations C(t)−C0 by the delay distribution Ψ(τ) shown in

the upper left panel. This fit was successful, achieving χ2/N = 1 for the N = 101 data

points in the continuum light-curve and the same for the line light-curve.

The continuum light-curve has a large peak near t = 6820, and shows numerous smaller

peaks and troughs that are well detected at a high signal-to-noise ratio. The strongest

peak in the line light-curve crests at t = 6828, ∼ 8 days later than the corresponding

peak in the continuum light-curve. The line light-curve data is low near the start, then

rises to a plateau that has 3 or perhaps 4 local maxima before the main peak, and drops

to a low level again near the end. Given the quality of the MEMEcho fit, these features

can evidently be interpreted in terms of the linear echo model.

The 1-D delay map Ψ(τ) is well determined from the synthetic QSO data. The prompt

response at τ = 0 is small. The response rises rapidly to a ledge near 4 days, a peak

near 8 days, then declines to a ledge at 17 days, and declines to near 0 at 30 days. The

data quality is high enough to warrant interpretation of these features.
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Figure 5.10: Model fits to the Seyfert model Hα line profile, integrated Hα flux, and
AGN continuum flux. Panel 1: The provided Hα emission-line profile for each epoch.
Panel 2: The Hα emission-line profile for each epoch produced by one sample of the
BLR and continuum model. Panel 3: The provided Hα line profile for one randomly
chosen epoch (black), and the corresponding profile (red) produced by the model in
Panel 2. Cyan lines show the Hα profile produced by other randomly chosen models.
Panels 4 and 5: Time series of the provided integrated Hα and continuum flux (black),
the time series produced by the model in Panel 2 (red), and time series produced by

other sample BLR and continuum models (cyan).
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Figure 5.11: MEMEcho fit to the continuum and integrated Hα light-curve from the
synthetic QSO dataset. The fit achieves χ2/N = 1 both for the continuum variations
(lower panel) and the line variations (upper right panel). Blue curves show the fitted
model, including the continuum light-curve C(t) (bottom panel), the delay map Ψ(t)
(upper left panel) and the line light-curve L(t) (upper right panel). Horizontal red lines

indicate the reference levels C0 for the continuum and L0 for the line.

5.2.4.2.2 2-D Velocity-Delay Maps Ψ(v, τ)

We now present the more detailed results of a 2-D MEMEcho fit to the synthetic QSO

data including variations not just in the continuum and integrated line flux, but also in

the emission-line velocity profile.

The quality of this MEMEcho fit may be judged from Fig. 5.12. This shows the

continuum light-curve and the integrated Hα line light-curve in the lower two panels.

Above these are delay maps on the left and echo light-curves on the right for selected

wavelengths as indicated. The echo light-curve data, with green error bars, is shown

along with the fitted model L(λ, t) (blue curve) and background level L0(λ) (red line).
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Figure 5.12: MEMEcho fit to the synthetic QSO data. Bottom panel is the driving
light-curve, above which are the echo maps (left) and echo light-curves (right) at selected

wavelengths.

The 2-D velocity-delay map Ψ(λ, τ) resulting from the MEMEcho fit is shown as a

grey-scale image in Fig. 5.13. To the right are projections of Ψ(λ, τ) to form the velocity-

integrated delay map Ψ(τ) (black) and Ψ(τ |λ) for selected 4000 km s−1 wide velocity

bins centred at V = 0 (green), ±4000 km s−1 (orange and blue), and ±8000 km s−1 (red

and purple). Below the grey-scale map are projections of Ψ(λ, τ) to form the velocity

profiles Ψ(V ) for the delay-integrated response (black), and Ψ(V |τ), in colour, for 4

delay bins, 0-5 d (purple), 5-10 d (green), 10-15 d (orange) and 15-20 d (red).

This MEMEcho fit achieved an overall χ2/N = 1.2 for N = 10302 data values. A

lower χ2 could also be achieved but not without introducing small-scale structure in
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Figure 5.13: Two-dimensional wavelength-delay map Ψ(λ, τ) reconstructed from
the MEMEcho fit to the synthetic QSO data. Given below the grey-scale map are
projections of Ψ(λ, τ) giving delay-integrated responses Ψ(λ) for the full delay range
(black), and for restricted delay slices 0-5 d (purple), 5-10 d (green), 10-15 d (orange),
and 15-20 d (red). To the right of the grey-scale map are wavelength-integrated re-
sponses Ψ(τ) for the full line (black), and for 4000 km/s wide velocity bins centred at
V = 0 (green), at ±4000 km s−1 (red and blue), and at ±8000 km s−1 (orange and
purple). For a black hole mass of MBH = 108 M�, the orange dotted curves show the
virial envelope for edge-on circular Keplerian orbits, and for a Keplerian disc inclined

by i = 45◦ and extending from 5 to 15 light days.

the map, suggestive of over-fitting to noise in the data. Maps with higher χ2 were also

constructed, and give poorer fits to the data while smearing out the structure seen in

the map for χ2/N = 1.2. The map shown is thus a good compromise between noise and

resolution.

The MEMEcho map exhibits interesting velocity-delay structure. To first order, the Hα

response has a double-peaked velocity structure with a delay structure that is symmetric

on the red and blue sides of the line profile. In more detail, the response is stronger on

the red side than on the blue side.

In the lower panel of Fig. 5.13, the delay-integrated response Ψ(V ) (black) extends to
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±10000 km s−1 with two roughly triangular peaks cresting at V ≈ ±4000 km s−1. The

red peak is stronger and sharper than the blue one, and the central minimum is at

−1500 km s−1. The velocity profiles in different delay bins are also double-peaked. The

sharpness, velocity separation and red/blue asymmetry in strength of the peaks, and the

velocity at the minimum between the peaks, all change with the time delay. In the 0-5

day bin (purple), the response extends to ±10000 km s−1 with two smooth dome-shaped

peaks, stronger and broader on the red than the blue side, and with a minimum near

−2000 km s−1. In the 5−10 d bin (green), the response still covers ±10000 km s−1 but

the triangular peaks have now appeared near ±4000 km s−1, and the central minimum

moves redward to perhaps −1600 km s−1. In the 10 − 15 d bin (orange), the response

declines in the far wings, the sharp peaks remain but move inward somewhat, and the

central minimum moves redward to +400 km s−1. In the 15− 20 d bin (red), the wings

decline further, the two peaks move together to ±3000 km s−1 and the central minimum

is near +1200 km s−1.

The two velocity peaks are separated by ±4000 km s−1 at τ ∼ 15 d delays, moving closer

together at longer delays, perhaps toward a merger at a maximum delay of 25 d. This

structure suggests the top half of an elliptical ring feature, such as might arise from an

annulus of orbiting gas with R ≈ 15 light days and V sin i ≈ 4000 km s−1. For an in-

clined circular Keplerian orbit, with τ = (R/c) (1 + sin i cos θ) and V = VKep sin i sin θ,

the implied black hole mass is MBH sin2 i ∼ 5 × 107 M�. For an ellipse with maximum

delay 25 d and mean delay 15 d, 1 + cos i ≈ 1.67 and thus i ≈ 45◦. For i = 45◦, then

MBH ≈ 108 M�.

For a 108 M� black hole, the orange dotted curves on Fig 5.13 show the virial envelope

for edge-on circular Keplerian orbits, and for 45◦ inclined orbits extending from 5 to 15

light days. This framework captures much of the structure evident in the velocity-delay

map, and provides a reference against which to consider evidence for departures from

that simple model. Note that the outer disc ring becomes indistinct at maximum delay

of ∼ 25 d, and its lower edge is also missing or obscured. There appears to be low or

negative response at −3000 < V < −1000 km s−1 and τ < 10 d. Such response gaps

may arise from azimuthal structure on the ring, suppressing the line response at the

corresponding azimuth.

5.2.4.3 Blind Analysis and Interpretation: CARAMEL Results for the QSO

model

The CARAMEL BLR model is able to reproduce both the Hα line profile shape as

well as the integrated Hα flux light curve for the QSO model (Figure 5.14). Below, we

discuss the modelling results, giving median values and 68% confidence intervals for the

key model parameters. In cases where the posterior PDF is one-sided, upper and lower
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68% confidence limits are given instead. The full posterior PDFs are provided in Figures

5.15.

The CARAMEL modelling results for the QSO model show an Hα-emitting BLR that

is steeper than exponential with a shape parameter β = 1.28+0.20
−0.16 for the Gamma dis-

tribution. The distribution is shifted from the origin by rmin = 2.1+1.2
−1.1 light days. The

mean and median radii are rmean = 11.7+4.0
−2.5 and rmedian = 7.5+2.4

−1.7 light days, and the

radial thickness of the distribution is σr = 12.3+6.9
−2.7 light days. The mean and median

lags are τmean = 11.6+3.1
−2.3 and τmedian = 6.6+1.9

−1.5 days. The full posterior PDFs show

multiple solutions for the opening angle and inclination angle, so a spherical BLR is not

completely ruled out. Taking the median value and 68% confidence intervals, we find

an Hα-emitting BLR that is a thick disk, with θo = 32+36
−12 degrees. The disk is inclined

relative to the observer’s line of sight by an inclination angle θi = 38+18
−11 degrees. The

2d posterior PDF for θi vs. θo shows that the models in which θi ≈ 75 degrees are the

same models for which θo → 90 degrees.

The emission comes preferentially from the far side of the BLR (κ = −0.35+0.24
−0.08), which

is what one would expect if the BLR clouds emit preferentially back towards the ionising

source. Models with an opaque disk mid-plane are slightly preferred over those with a

transparent mid-plane (ξ = 0.29+0.21
−0.19). Finally, the results show that the emission comes

preferentially from the faces of the disk (γ = > 3.4), making the geometry closer to a

cone than a uniformly distributed thick disk.

Dynamically, models are preferred in which there is a mixture of gas on near-circular

elliptical orbits and gas in inflowing or outflowing trajectories (fellip = 0.33+0.21
−0.21). There

is a slight preference for outflowing gas over inflowing gas (fflow = 0.64+0.24
−0.34) for the gas

that is not on near-circular elliptical orbits. We note that since θe = 36+28
−23 degrees, the

radial and tangential velocities are drawn from a distribution that may be rotated a non-

negligible angle towards the circular velocity, resulting in fewer of the BLR particles with

truly on unbound trajectories. To summarise the total amount of inflowing or outflowing

gas, we calculate an additional parameter:

In.−Out. = sgn(fflow − 0.5)× (1− fellip)× cos θe, (5.25)

where sgn is the sign function. This parameter is constructed such that a BLR with

pure radial outflow (inflow) will have In.−Out. = 1 (−1), and a BLR with no pref-

erence for either solution will have In.−Out. = 0. The posterior distribution for this

parameter shows solutions for both inflow and outflow, although those with outflow-

ing gas are preferred. Finally, we find that macro-turbulence may be important to the

dynamics, with σturb = 0.052+0.025
−0.031. The black hole mass inferred for this model is

log10(Mbh/M�) = 8.20+0.23
−0.17.



www.manaraa.com

Chapter 5 Testing RM Inversion Methods 151

0

20

40

60

80

100
E

p
o
ch

Data

20

40

60

80

100

E
p

o
ch

Model

6400 6600 6800

Wavelength (Å)
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Figure 5.14: Model fits to the QSO model Hα line profile, integrated Hα flux, and
AGN continuum flux. Panel 1: The provided Hα emission-line profile for each epoch.
Panel 2: The Hα emission-line profile for each epoch produced by one sample of the
BLR and continuum model. Panel 3: The provided Hα line profile for one randomly
chosen epoch (black), and the corresponding profile (red) produced by the model in
Panel 2. Cyan lines show the Hα profile produced by other randomly chosen models.
Panels 4 and 5: Time series of the provided integrated Hα and continuum flux (black),
the time series produced by the model in Panel 2 (red), and time series produced by

other sample BLR and continuum models (cyan).
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Figure 5.15: Posterior distributions of select model parameters for the QSO model.

5.2.4.4 Unblinding: Comparison to Ground Truth

The simulated mean line profiles, response functions and full spectroscopic time-series

for our models have already been shown and discussed in Sections5.2.3.1.1 (Figure 5.4),

5.2.3.1.2 (Figures 5.5 and 5.6), and 5.2.3.2 (Figure 5.9), respectively. As an additional

benchmark or interpreting the output of the deconvolution methods, we also provide in

Figures 5.18 and 5.19 the 3-D, spatially resolved raw and emissivity-weighted respon-

sivity distributions for our QSO model. The shape of the mean line profile is controlled

by the raw emissivity distribution, while the velocity-dependent line response (and thus

also the RMS line profile) are controlled by the responsivity-weighted distribution.

The raw and responsivity-weighted emissivity distributions illustrate where in our bicon-

ical disk wind model the simulated Hα line is primarily formed, and which parts of the

line-emitting region are most sensitive to changes in the continuum. Several aspects of

these distributions are worth highlighting here. First, there is no significant line emission

from z < 0, since the optically thick accretion disk block’s the observer’s view of this

region. Second, even though the line-forming region is vertically extended, its aspect

ratio is small, H/R ∼ 0.1 (note the different scales on the axes of Figures 5.18 and 5.19).

Thus, geometrically, the Hα line in this model could be reasonably described as being

formed in a moderately thin disk or annulus. Third, the obvious asymmetries in the

emissivity and responsivity distributions are primarily due to radiative transfer effects.

Specifically, the Sobolev escape probability, β = (1 − exp−τ)/τ , can be highly direc-

tion dependent in a flow with complex kinematics. To see this, recall that the Sobolev

optical depth depends on the line-of-sight velocity gradient as τ ∝ |dvl/dl|−1 (where l
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Figure 5.18: The emissivity distribution in the QSO model. Distances have been
rescaled to correspond to the rescaled delays (see 5.2.3.1.2). The black lines indicate
the projection of the direction vector towards the observer in each plot. Note the

different (smaller) dynamic range used for the z-axis.

denotes distance along a given sight-line). Thus low escape probabilities – and hence

low line emissivities/responsivities – are expected for sight-lines along which the velocity

gradient is small. In a BLR with rotation-dominated kinematics, the line connecting the

observer to the central engine is one such sight-line, for example, and this explains the

suppressed line emissivity/responsivity close to y = 0 in Figures 5.18 and 5.19.

5.2.4.4.1 MEMEcho vs ground truth

The primary output of the MEMEchoanalysis is the recovered 2-D response function,

shown in Figure 5.13. This can be directly compared to the true (input) response

function in Figure 5.6.

In our view, the performance of MEMEcho in recovering the input velocity-delay map

is quite impressive. To a good approximation, the recovered map is a smoothed version

of the input map, exactly as on might hope and expect. However, the true peak in the

overall delay distribution lies at ' 3 days, whereas the peak in the recovered distribution

is estimated to be ' 6 days. This is almost certainly associated with the inevitable

smoothing associated with regularisation and exacerbated by the skewness of the delay
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Figure 5.19: The responsivity-weighted emissivity distribution in the QSO model.
Distances have been rescaled to correspond to the rescaled delays (see 5.2.3.1.2). The
black lines indicate the projection of the direction vector towards the observer in each

plot. Note the different (smaller) dynamic range used for the z-axis.

distribution. The MEMEcho velocity-delay map correctly reproduces the shape virial

envelope in the input map, as well as the weakness of the response near line centre. The

difference in the responses of the two line wings – with the red wing exhibiting a stronger

response than the blue wing – is also captured correctly in the MEMEcho map.

Turning to the physical interpretation of the MEMEcho results provided by K.H., he

notes that the dominant structure in the recovered velocity-delay map can be explained

by a BLR that consists mainly of an annulus of gas at R ' 15 light days in Keplerian

rotation around a MBH ' 108 M� black hole, viewed from an inclination of i ' 45◦.

Comparing this to Figures 5.18 and 5.19, as well as to the numbers in Table 5.1, we see

that this interpretation does capture the basic shape and kinematics of the line-forming

region. More specifically, in our model, the emission line (and its response) are formed

primarily in the dense, rotation-dominated base of the outflow. The geometry of and

kinematics in this region are indeed similar to those of an annulus in Keplerian rotation

between rmin and rmax, and our adopted viewing angle is i = 40◦, similar to that inferred

from the MEMEchoresults.

The main discrepancy between the physical interpretation of the MEMEcho results and

the input model concerns the physical scale of the line-forming region. Figures 5.18 and
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5.19 show that – in line with rmin and rmax in Table 5.1 – the actual radius of the line-

forming “annulus” in our model is roughly half of that inferred from the MEMEcho

reconstruction (i.e. ' 7 light-days = 1.8 × 1016 cm. This is exactly in line with the

factor of ' 2 difference between the true and inferred mean delays, and is therefore

also presumably caused by the effective smoothing of the response function during the

maximum entropy inversion.

Given that the BLR radius is overestimated, we might have expected the black hole mass

to overestimated also (since the virial estimator MBH ∝ v2R. However, the estimate

from the MEMEcho reconstruction is MBH ' 108 M�, whereas our the black holes in

our (rescaled) model is MBH ' 2 × 108 M�. Based on Figure 5.12, the main reason

for this difference appears to be that this estimate is based on the outer envelope of the

brightest parts of the 2-D response function. This outer envelope lies at velocities that

are higher than typical for the bulk of the line-forming region. This, coupled with the

slightly overestimate inclination, bias the MEMEchoblack hole mass estimate towards

higher values, more than compensating for the effect of the overestimated BLR radius.

In any case, agreement to within a factor of ' 2 is in line with the accuracy expected

for this qualitative assessment.

We finally note that neither the MEMEcho velocity-delay map itself, nor its interpreta-

tion by an expert, point towards a rotating outflow as the source of the variable emission

line. As noted above, given that the line formation in our disk wind model takes place

primarily within the dense, rotation-dominated base of the outflow, this should not come

as a surprise. It is nevertheless important to keep this in mind when interpreting ob-

servational data: physically motivated BLR models can have complex geometries and

kinematics that may not be easy to discern even from 2-D response functions. Compar-

isons with toy models – e.g. Hubble inflows/outflows, pure Keplerian disks – may still

provide useful insights in these cases. However, it is crucial to remember that we are

only studying those parts of the BLR that dominate the responsivity-weighted line emis-

sion. Even if the inferred geometry and kinematics for these regions are broadly correct,

they may not reflect the overall geometry and kinematics of the flow that constitutes

the BLR.

5.2.4.4.2 CARAMEL vs ground truth

The primary output of the CARAMEL analysis is the set of parameter distributions

shown in Figure 5.15 and discussed in Section 5.2.4.3. These parameters define the

properties of the cloud population used by CARAMEL to fit the simulated data. The

overall geometry of this population is shown in Figure 5.17, which can be compared to

our raw and responsivity-weighted emissivity maps (Figure 5.18 and 5.19).
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Even though a spherical BLR was not completely ruled out by the CARAMEL modelling,

the preferred geometry was a strongly flared disk (opening angle θo = 32+36
−12 degrees

viewed at an inclination of i ' 40◦. The inferred inclination is in excellent agreement

with our input model, and a flared disk is a reasonable description of the line-forming

region in our biconical disk wind model. Indeed, line emission in the CARAMEL models

is produced preferentially at the face of the disk, in line with a conical geometry. In the

model, the inner part of the wind cone lies at an angle of 90◦− θmin = 20◦ from the disk

surface, which is smaller, but still consistent with the inferred opening angle.

The velocity-integrated median delay inferred from the CARAMEL analysis is τmedian =

6.6+1.9
−1.5 days. This agrees well with the actual median delay τmedian ' 6 day. In line

with this, the characteristic scale of the line-forming region is also correctly recovered,

rmedian ' 7 light days, in good agreement with the approximate radius of the line-

emitting annulus in our model (see Figures 5.18 and 5.19). CARAMEL also correctly

finds that the line emission comes preferentially from the far side of the BLR, and that

the mid-plane of the disk is opaque.

Turning to the kinematics of the BLR, the picture is less clear. CARAMEL correctly

finds that a significant part of the BLR material is on near-circular Keplerian orbits and

also that an additional velocity field is required. However, it cannot decisively distinguish

between inflow and outflow kinematics, even though it does (correctly) favour a net

outflow of material. CARAMEL also finds marginal evidence for a significant macro-

turbulent velocity, which we suspect is an artefact of its kinematic parameterisation

being unable to faithfully describe the “true” BLR kinematics. The black hole mass of

MBH ' 2× 108 M� is also correctly recovered.

Perhaps the most surprising and concerning aspect of the CARAMEL analysis is the rep-

resentative 2-D response function constructed from its successful models (Figure 5.16).

This velocity-delay map looks completely different from both our input response function

(Figure 5.6) and the response function recovered by MEMEcho(Figure 5.13). For ex-

ample, it does not recover the double-peaked nature of the response, i.e. the suppressed

response near line centre. It also shows no bright emission from the virial envelope as-

sociated with any particular annulus, just a smooth distribution across the entire width

of the envelope at long delays, and a bright, diagonal “line” at short delays (with a

blue-leads-red signature).

The 2-D response function is just a by-product of the CARAMEL analysis – what is

actually being fit is the spectroscopic time series data set itself. In order to test whether

the discrepancy highlighted above is associated purely with the construction of the

response function from the CARAMEL models, we have also constructed the RMS line

profile directly from the input time series and also from the CARAMEL model fits to this

time-series. These RMS line profiles are shown in Figure 5.21. It is immediately apparent

that there does seem to be a fundamental problem with the CARAMEL model fits: the
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Figure 5.20: Driving continuum and line light-curves for our model and the
CARAMEL fit (upper). Spectra associated with three ’observational’ times, and their

CARAMEL fit (lower).

RMS profile constructed from the CARAMEL models has a completely different shape

than that constructed from the input data. Most importantly, the CARAMEL RMS

profile is single-peaked, whereas the input disk wind model produces a clearly double-

peaked RMS profile (as we would expect, given its rotation-dominated kinematics).

Again, we currently have no explanation for this.

We have no explanation for this strange behaviour at the time of writing – it is perplexing

that a model that produces a response function and RMS profile so inconsistent with

ground truth should nevertheless be able to match the individual spectra in our time

series (as suggested by Figure 5.14). We are currently working with the CARAMEL

team in order to understand this.

5.2.4.5 Conclusions

We have tested the ability of the two main inversion techniques used in AGN reverber-

ation mapping to recover two physically-motivated response functions from a simulated

time-series of spectra. The two reverberation mapping codes we tested were MEMEcho

and CARAMEL which represent two different classes of inversion techniques. MEME-

cho simply aims to recover the 2-D response function, with the physical interpretation
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Figure 5.21: RMS residuals for the noisy output time series of spectra and CARAMEL
fit to it.

of the results being left to the expert user. CARAMEL carries out forward modelling of

the spectroscopic time-series, using a simple, but flexible, description of the BLR as a

population of orbiting clouds with known geometric and kinematic properties. All tests

were carried out as blind trials, i.e. the MEMEcho and CARAMEL modelling teams

were only provided the simulated time series.

The benchmark BLR models used in our test describe a rotating, biconical accretion

disk wind. The simulated spectroscopic time series were generated from a self-consistent

ionization and radiative transfer simulation that follows the Hα line formation process

within the outflow. Two different sets of model parameters were used as input, which

were roughly designed to represent Seyfert galaxies and QSOs. In both models, the Hα

line- forming region lies primarily in the dense base of the wind, where the kinematics

are rotation-dominated.

Neither the maximum-entropy technique of MEMEcho nor Markov-Chain Monte-Carlo

forward modelling technique of CARAMEL were able to successfully recover the Seyfert

response function, due to the significant negative responsivity in large parts of the

velocity-delay space of this model. However, both methods fail “gracefully”, in the

sense of not generating spurious result.
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In the case of the QSO model, the velocity-delay map recovered by MEMEcho was

a good match to the input 2-D response function, after accounting for the inevitable

smoothing associated with the inversion process. The expert interpretation of the map

also correctly captured the annular geometry and rotation-dominated kinematics of the

line-forming region. In addition, the estimated observer orientation and black hole mass

were in reasonable agreement with those in the input model. The characteristic size of

the BLR was overestimated by roughly a factor of two, however.

CARAMEL also captured the overall geometry of the line-forming region, describing it as

a flared, inclined disk with the correct size and orientation. The importance of rotation

to the kinematics was also recovered, but while an additional kinematic component was

required by the modelling, CARAMEL was unable to reliably distinguish between inflow

and outflow velocity fields for this component. Nevertheless, the black hole mass was

correctly estimated by CARAMEL.

The most surprising and concerning result of the CARAMEL analysis is that the velocity-

delay map it recovers is completely inconsistent with the true 2-D response function. In

line with this, the RMS profile of the CARAMEL fits to the spectroscopic time series

is also completely inconsistent with that of the input time series. We currently have

no explanation for these discrepancies. They are difficult to understand in light of the

apparently successful fits CARAMEL achieves to the individual spectra. We are now

working with the CARAMEL team in an effort to understand and resolve this issue.

Overall, we consider the results of these tests to be quite positive. Even though neither

model was able to deal with the Seyfert model, with its net negative transfer, neither

generated mis-leading results in this case. In the case of the QSO model, both methods

broadly recovered the correct geometry of the line-forming region, as well as its dominant

kinematics. However, neither method was able to capture that the input model described

a disk wind. This should not come as a surprise, given that the rotation dominates the

kinematics in the line-forming region. It is nevertheless critical to keep this lesson in

mind when interpreting observational data sets: even correctly recovered and interpreted

response functions can only tell us about the conditions in the (responsive parts of the)

line-forming region. This region can be dominated by rotation, for example, even if this

part of the BLR is just the inner part of a larger-scale outflow.
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Conclusions & future work

The work in this thesis has clear consequences for the field of AGN reverberation map-

ping. Studies have, to date, found velocity-resolved response maps that correspond to a

very broad range of geometries and kinematics, according to previous simple modelling

studies (section 1.2.4); Keplerian rotation, inflows (Ulrich and Horne, 1996; Grier, 2013;

Bentz et al., 2008, 2010a; Gaskell, 1988; Koratkar and Gaskell, 1989) and outflows (Den-

ney et al., 2009; Du et al., 2016). This raises a vital question of reverberation mapping

studies – how do we combine these disparate observations with the otherwise highly

successful unification model of AGN (as outlined in section 1.1.8)?

In chapter 3, we demonstrated how our modifications to the established Python radia-

tive transfer and ionisation code could be used to produce transfer functions that could

be matched to those produced by these simple models, by disabling the advanced func-

tionality of the code. We then showed how those simple transfer functions were altered

by the consideration of full radiative transfer, and then full ionisation, effects. Each step

of the process was consistent with the last, but demonstrated a clear alteration to the

transfer function arising from the more detailed physics implemented, and illustrated

the need for more advanced models. We then trialled generating transfer functions for

a physically-motivated biconical disk wind model (Matthews et al., 2016) and showed

that transfer function signatures for rotating biconical disk winds should be a mix of

both Keplerian rotation and outflow signatures. However, we also highlighted that the

kinematically outflow-dominated parts of the wind may be observationally inaccessible,

particularly for Hα and other Balmer series lines, due to the low responses at long delays.

We then further developed this technique in Mangham et al. (2017) as shown in chapter

4, deriving not just transfer functions, but response functions that take into account the

change in ionisation profile throughout the wind as the continuum fluctuates. This is a

vital improvement, as it allows the emission region to shift through the wind geometry as

the ionisation fronts move. This allows for the mean lags to change with the continuum,

as has been seen in the ‘breathing’ Hβ emission of NGC5548 (Cackett and Horne, 2006).

161
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This development of the code showed that crucially, even for a model that gives a

relatively simple Keplerian disk-like response, the combination of outflow kinematics and

direction-dependent line optical depths results in an asymmetry to the disk signature

that could be interpreted as the redward wing of the line leading the blueward. This

feature is conventionally interpreted as a signature of inflow. A weak version of the

asymmetry effect had been seen in simple models (Chiang and Murray, 1996; Waters

et al., 2016), but our analysis shows that it is a very substantial effect in our response

functions. Our examples also demonstrate in even more detail the lack of large-scale

outflow features. This causes the disk-wind response function to be remarkably similar

to that produced by pure Keplerian disks in some circumstances. This arises because

the Balmer lines in our models are produced mostly in the dense, rotation-dominated

wind base. In addition, increases in continuum luminosity tend to over-ionise the low-

density extended wind regions, causing them to have a weak or even negative response.

Thus the overall line response is weighted strongly towards the disk base, and the mean

lag from the response function no longer indicates the mean radius of emission, as is

typically assumed. This effect is taken to extremes in our Seyfert model, where the

response from the extended wind region decreases with increasing luminosity, leading

to a net negative response. This reproduces effects seen in Cackett and Horne (2006),

where the Hβ line flux is anti-correlated with the continuum luminosity. These represent

a dramatic break from previous work – producing response functions that can replicate

the full range of behaviours seen in observation. Equally, they illustrate the difficulties in

using reverberation mapping studies to distinguish between disk and disk-wind candidate

geometries for the BLR.

Following on from this discovery, we collaborated with the authors of the main codes

involved in deconvolving response functions from observational data on a paper in prep

Mangham et al. (2018), as shown in chapter 5. In order to fairly test the capability

of their codes to recover our physically motivated response functions, we performed

blinded studies. We provided them with synthetic time-series of line profiles generated

using a real observed X-ray continuum and a response function similar to those from

Mangham et al. (2017), and tested the accuracy with which they were able to recover

the response function used to generate the fake observing campaign. The MEMEcho

code described in Horne et al. (1991) performed well in these tests, managing to capture

our response functions shape well despite minor smoothing, though this meant it both

overestimated mean lags and underestimated the SMBH mass of the system. Crucially,

though, it captured the asymmetry of the response function arising from angle-dependent

escape probability effects, and the roughly annular geometry of the emission region.

The CARAMEL code of Pancoast et al. (2011) also captured the emitting geometry,

but surprisingly completely failed to capture the inflow/outflow kinematics or reproduce

the response function, despite producing a time-series of observations that were a very

good fit to the data. This establishes the need for further assessment of the CARAMEL

tool’s capabilities and limitations. We also established that within the constraints of a
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realistic observing campaign, neither code could distinguish between disk and disk-wind

models of the BLR. This highlights the need for reverberation mapping studies that

encompass not just Hβ but also include a wider range of lines, including those with an

origin further out in the wind – for example the C iv line, as seen in chapter 4. We also

verified that, as expected neither code could cope with a physically motivated response

function with regions of negative response. Fortunately, their failures were relatively

graceful, with them simply being unable to fit line light curves to a satisfactory level of

error. This suggests that whilst current RM deconvolution work cannot capture negative

responses, it has at least not misinterpreted them. Still, the failure of currently employed

techniques to capture fundamental behaviour represents a clear deficit in the field. This

may prompt the re-evaluation of techniques like Regularised Linear Inversion (Krolik

and Done, 1995; Skielboe et al., 2015) that have seen less use than their competitors in

recent years. The recovery of response functions with regions of negative response thus

represents a clear avenue of future development for deconvolution techniques.

To summarise the work in this thesis:

• We have enhanced an existing astrophysical Monte Carlo radiative transfer and

ionisation code, Python, to allow it to generate transfer and response functions

for AGN (and potentially other systems the code supports).

• These enhancements represent a substantial improvement over previous reverber-

ation mapping models. The response functions produced display real, observed

behaviours of AGN that could not be modelled using existing techniques.

• Our response functions raise concerns about the ability of existing reverberation

mapping campaigns to differentiate between disk and disk-wind models of the

BLR, and have consequences for the design of future observing campaigns.

• They also cast doubt on existing interpretations of red-leads-blue signatures in

low-resolution response functions as evidence of inflows.

• We have shown that our physically-motivated response functions can exhibit fea-

tures that cannot be captured by the deconvolution techniques currently in use.

• We have established that full radiative transfer and ionisation modelling of re-

sponse functions is thus a fundamental necessity for accurate reverberation map-

ping studies.

As such, this thesis represents a substantial contribution to the field of reverberation

mapping of AGN.
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Figure 6.1: Hβ velocity-resolved response function from NGC5548 observations re-
produced from Xiao et al. (2018b).

6.1 Future work

6.1.1 Forward modelling of NGC5548

As discussed in chapter 4, our models predict centroid delays for Hβ and C iv approx-

imately an order of magnitude lower than would be expected from the observed trends

(Peterson et al., 2005; Peterson and Bentz, 2006; Bentz et al., 2013). This indicates the

need for further refinements of our models of AGN disk winds. The Seyfert NGC5548

is a popular source for reverberation mapping, and has been the target of multiple ob-

serving campaigns over decades (Bon et al., 2016) including AGN-WATCH (Peterson

et al., 2002) and most recently AGN-STORM (De Rosa et al., 2015; Edelson et al., 2015;

Fausnaugh et al., 2016). Analysis of these observations have put its Hβ lags on the order

of ≈ 3− 4 days (Peterson et al., 2005) – an order of magnitude higher than those of our

Seyfert model with approximately the same mass. Not only are there robust centroid

lag estimates, thanks to the AGN-STORM campaign, a high-quality velocity-resolved

transfer function for NGC5548 is now available (Xiao et al. (2018b), figure 6.1).

We have begun preliminary work on fitting our standard Seyfert model to match the

lags for NGC5548. As a very first step, we have trialled increasing the radius by factors

of 10 and 30×. Thanks to the r−2 scaling of both density and ionising flux, this results
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Figure 6.2: Hβ line luminosities throughout the wind base for 1×, 10× and 30×
models.

in a wind with a broadly similar ionisation state but at a larger radius (Figure 6.2),

acting as almost a straight multiplier on the centroid lag (figure 6.3).

Conveniently, this adjustment also results in a substantial increase in the line-to-continuum

ration (figure 6.4). One of the major issues with our Seyfert models to date has been

their weakness in Hβ, forcing us to use the Hα line in chapters 3 and 4, even though

it is less commonly used in reverberation mapping studies. The relative weakness of

the lines in our model was one of the major motivations for previous work on Python

(Matthews et al., 2016). This single change makes it substantially easier to get sufficient

photons out of the simulation for good errors on a reasonable timescale.

Equally, whilst the centroid lags are promising the response function shape shifts and

resembles the observed ΨR less (figure 6.5). This outlines the need for a more com-

prehensive exploration of our Seyfert models. It is clear a disk wind can reproduce a

disk-like signature, but can we reproduce this disk-like signature, and match the spec-

trum, centroid lags and response function simultaneously?

6.1.2 Time-dependent response functions

The response functions generates in chapter 4 are a substantial advance on those of

previous models, but still have substantial limitations. In particular, they assume that
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Figure 6.3: Luminosity-delay relationship for Hβ and C iv compared to that deter-
mined observationally by Bentz et al. (2013) and Peterson et al. (2004). The line and
shaded area around it are the fit and error on the fit. The points are the values from
Bentz et al. (2013) and Peterson et al. (2004) with errors, with those corresponding to

NGC5548 highlighted. Expanded to include 10× and 30× radius models.

Figure 6.4: Spectra for 1×, 10× and 30× models.
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Figure 6.5: Hβ velocity-resolved response function for 10× radius Seyfert model.

the responsivity is linear around a given mean continuum L̄cont. This means assuming

that changes in the continuum will only gradually change the ionisation state of the

wind and thus the luminosity emitted. Whilst this may be a reasonable assumption for

∆Lcont/Lcont on the order of ≈ 10%, realistic light-curves (like the NGC5548 one used

in chapter 5) vary by a factor of 2 over the timescales required to recover a response

function.

Our technique for generating a response function ΨR requires picking two bracketing

continuum luminosities with a given Lcont and generating transfer functions Ψ for both.

The assumption that the resulting response function behaves linearly with ∆Lcont cannot

reasonably hold beyond the ∆Lcont used to generate it. Equally, picking a large ∆Lcont

for generating ΨR will result in unphysical behaviour when considering small ∆Lcont, as

it will not capture the slow movement of an ionisation front through the wind, only its

position at the two extremes.

Realistically, then, it is the case that the change in the line profile ∆Lline(v, t) is generated

as

∆Lline(v, t) =

∫ ∞
−∞

∆Lcont(t− τ)ΨR(v, τ, Lcont(t))dτ, (6.1)

and relies not on a single ΨR, but on a series of continuum-dependent response functions.

This means that in order to properly perform reverberation studies of an AGN with large

variability, it would be necessary to generate a time-series of spectra as in chapter 5 from

a set of ΨR. At best, this could be performed by generating a grid of ΨR across the range

of continuum luminosities in the observing campaign. If the timescale of variability is

lower than that of the light-crossing time of the BLR, then self-irradiation would have
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to be considered and a full time-resolved radiative transfer and ionisation calculation

would be required to generate the series ΨR(v, τ, Lcont(t)).

6.1.3 Reverberation mapping of Young Stellar Objects

Disk winds are a ubiquitous feature of accreting objects of all scales, from AGN down.

Python has previously been used to model the disk winds of Young Stellar Objects

(YSOs) in Sim et al. (2005), young proto-stars that also exhibit accretion disks, outflow-

ing winds, and significant variability in the X-ray and optical (Stelzer, 2015). There have

been a series of recent proposals to perform reverberation mapping studies on YSOs,

using techniques inspired by AGN reverberation mapping campaigns (Plavchan et al.,

2009; Stauffer et al., 2010). Meng et al. (2016) have recently obtained results for a sam-

ple of 26 YSOs. Recent high-resolution observations of YSOs have detected spatially

resolvable outflows (Ward, 2017). We could therefore build YSO models using these

known constraints on the geometry, and compare the resulting model response functions

to observationally-derived ones. This would not only help with code validation, but also

allow us to more closely probe the physics of YSO disk winds.

6.1.4 Radiation transport in optically thick regions

As discussed in section 2.2.4, we attempted to implement packet splitting/Russian

rouletting in Python. Our efforts ran into difficulty with assigning ‘importance’ to

the regions of the problem dynamically. This sort of dynamic assignment is necessary,

given the major changes in ionisation profile (and thus opacity) of the wind during the

ionisation cycles of a simulation (section 2.2.2.1). It would be possible to further develop

our splitting/rouletting techniques to see if they are at all applicable for our wind, as

well as exploring other variance reduction techniques like Discrete Diffusion (Gentile,

2001), or Modified Random Walk (Fleck and Canfield, 1984; Min et al., 2009).

6.1.5 Public code release

The Python code is currently hosted on GitHub and technically available to anyone to

download and use. However, though great strides have been made in making it easy to

install, it is currently not particularly intuitive or accessible to run. Whilst the techniques

used in the code are well-documented in papers (Long and Knigge, 2002; Matthews et al.,

2016), to make research with Python truly reproducible, the code should be available

to a wider audience. Whilst the results of any scientific code will always require a

level of expert analysis, if the difficulty of running Python and outputting results

for interpretation could be reduced, it would allow other researchers to make use of

Python’s unique feature-set to test their own models. As a result, we aim to prepare
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an accessible version of the code for ‘public release’. This would involve preparing clearer,

more extensive documentation and more comprehensible input formats as outlined in

section 2.4, as well as easy-to-follow guidance on how to run and interpret the code.

This effort would then enable Python to develop a wider user-base, that would then be

capable of fully exploring the capabilities of the code. Further, an expanded user-base

could potentially then contribute to the future development of Python in an open-

source way. A public release would also allow individual versions of Python to be

given a DOI on the software and data citation website Zenodo (Zenodo Team, 2018),

making it possible to keep track of the specific code that produced a given set of results.
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M. Cara, J. V. M. Cardoso, S. Cheedella, Y. Copin, D. Crichton, D. DÁvella, C. Deil,
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